
星形成ゼミ	
2017/11/10	

SFN	#297	#6-#10	
	

長谷川哲夫（国立天文台）	

1	



297
#6	

Methanol masers reveal the magnetic field of the high-mass protostar IRAS 
18089-1732 

D. Dall’Olio, W. H. T. Vlemmings, G. Surcis, H. Beuther, B. Lankhaar1, M. V. Persson, A. M. S. Richards, and E. Varenius

arXiv:1708.02961v1 


Astronomy & Astrophysics manuscript no. IRAS15 c�ESO 2017
August 11, 2017

Methanol masers reveal the magnetic field
of the high-mass protostar IRAS 18089-1732

D. Dall’Olio1, W. H. T. Vlemmings1, G. Surcis2, H. Beuther3, B. Lankhaar1, M. V. Persson1, A. M. S. Richards4, and
E. Varenius1

1 Department of Space, Earth and Environment, Chalmers University of Technology, Onsala Space Observatory,
Observatorievägen 90, 43992 Onsala, Sweden; e-mail: daria.dallolio@chalmers.se

2 INAF–Osservatorio Astronomico di Cagliari, Via della Scienza 5, 09047 Selargius, Italy
3 Max-Planck-Institute for Astronomy, Königstuhl 17, 69117 Heidelberg, Germany
4 Jodrell Bank Centre for Astrophysics, Department of Physics and Astronomy, University of Manchester, M139PL Manchester, UK

Received 2 June 2017; accepted 9 August 2017

ABSTRACT

Context. The importance of the magnetic field in high-mass-star formation is not yet fully clear and there are still many open questions
concerning its role in the accretion processes and generation of jets and outflows. In the past few years, masers have been successfully
used to probe the magnetic field morphology and strength at scales of a few au around massive protostars, by measuring linear
polarisation angles and Zeeman splitting. The massive protostar IRAS 18089-1732 is a well studied high-mass-star forming region,
showing a hot core chemistry and a disc-outflow system. Previous SMA observations of polarised dust revealed an ordered magnetic
field oriented around the disc of IRAS 18089-1732.
Aims. We want to determine the magnetic field in the dense region probed by 6.7 GHz methanol maser observations and compare
it with observations in dust continuum polarisation, to investigate how the magnetic field in the compact maser region relates to the
large-scale field around massive protostars.
Methods. We reduced MERLIN observations at 6.7 GHz of IRAS 18089-1732 and we analysed the polarised emission by methanol
masers.
Results. Our MERLIN observations show that the magnetic field in the 6.7 GHz methanol maser region is consistent with the
magnetic field constrained by the SMA dust polarisation observations. A tentative detection of circularly polarised line emission is
also presented.
Conclusions. We found that the magnetic field in the maser region has the same orientation as in the disk. Thus the large-scale field
component, even at the au scale of the masers, dominates over any small-scale field fluctuations. We obtained, from the circular
polarisation tentative detection, a field strength along the line of sight of 5.5 mG which appeared to be consistent with the previous
estimates.

Key words. magnetic field – stars: formation – stars: massive – masers – polarization

1. Introduction

The role of magnetic fields during the formation of high-mass
stars is not yet fully understood. As in the case of low-mass star
formation, simulations have shown that the magnetic field ap-
pears to prevent fragmentation around massive protostars (Pe-
ters et al. 2011, Myers et al. 2013) to influence accretion and to
drive feedback phenomena such as collimated outflows and jets
(Seifried et al. 2011, 2012). Both the core accretion model (e.g.
McKee & Tan 2003, Banerjee & Pudritz 2007) and the compet-
itive accretion model (e.g. Bonnell & Bate 2006) need observa-
tional constraints on magnetic fields to properly investigate their
e↵ect on the high-mass star formation process (Tan et al. 2014).

Several fine-tuned models have shown that some detailed
and specific magneto-hydrodynamic (MHD) configurations, yet
to be tested observationally, can explain observed morpholo-
gies (e.g. Krumholz et al. 2013; Li et al. 2014; Seifried et al.
2015 and references therein). A typical example is a rotating
Keplerian disc around a protostar. While several circumstellar
discs have been observed around massive protostars (Cesaroni
et al. 2006, 2007; Beltrán & de Wit 2016), theoretical studies
have found it di�cult to form such discs due to strong mag-

netic braking which removes most of the angular momentum
from the circumstellar gas. This is the so-called magnetic brak-
ing catastrophe in disc formation (Mestel & Spitzer 1956; Allen
et al. 2003; Mellon & Li 2008; Li et al. 2011, 2013). Only by
inserting non-ideal MHD e↵ects such as Ohmic dissipation or
ambipolar di↵usion, or the combined action of both, is it possi-
ble to overcome the apparent conflict between observations and
simulations (Machida et al. 2014, Zhao et al. 2016). Moreover,
Zhao et al. (2016) have shown that chemistry and microscopic
physical processes, including advection of gas phase and grain
species as well as grain evolution, must also be inserted in non-
ideal MHD simulations to obtain a more realistic picture of the
behaviour of a strongly magnetised core. However, it is not yet
clear which process dominates between Ohmic dissipation and
ambipolar di↵usion; it probably depends on the magnitude of the
initial magnetic energy density relative to the gravitational and
turbulent energy density and the initial magnetic field configura-
tion. Thus, we need to probe the magnetic field at small scales.
The identification of high-mass protostars is however extremely
complicated due to their fast evolution, and their location inside
distant, dense, and dark clusters.
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大質量星形成領域	IRAS	18089-1732	(L	=	12.89d,	B	=	+0.50d)	
•  距離	2.34	kpc,	L	=	1.3E4	L_sun,	M_gas	~	1E3	M_sun	
•  Disk	+	ouMlow（南北方向）	
SMAでの観測（Beuther+	2010）	
•  Diskのdust	conTnuum偏波→diskに沿った磁場（Chandrasekhar-Fermi法でB_pos	~	11	mG）	
•  OuMlowのCO	3-2でGoldreich-Kylafis効果（P	~	8%）	
CH3OH	6.7	GHz	maserのモニター（Goedhart+	2009）→29.5日周期の強度変動	

観測	
6.7	GHz	CH3OH	maser	
MERLIN	
2008年3月,	4月,	7月	
Beam	0.18”	x	0.03”	
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Fig. 3. Masers identified in March (left), April (centre) and July (right) as listed in Table 3–5. The bottom panel shows a zoom of the region marked by the dashed grey boxes in the top panels. Each
maser is represented by a triangle. The di↵erent sizes of the triangles represent the intensity, while the colours indicate the velocity of the maser feature, according to the scale reported in the colour
bar. Line segments mark the direction of the polarisation angle for the maser features that show linear polarisation. The average direction of the resulting magnetic field �B obtained for two groups
of masers as defined in Sect. 5.2 is indicated in the bottom right corners of each panel.The July observations were in dual circular polarisation only.
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D. Dall’Olio et al.: Magnetic field in IRAS 18089

Fig. 4. Masers in the blue group (blue triangles and blue segments) superimposed on the integrated I image of the dust continuum emission
observed by Beuther et al. (2010) at 880 µm with SMA (red contours; the contours are drawn in 10� steps). The magenta line segments show
the magnetic field orientation obtained by linearly polarised dust emission (Beuther et al. 2010). The blue segments represent the magnetic field
orientation obtained by our linearly polarised methanol maser emission (Sect. 5.2); therefore the magnetic field follows the same direction indicated
by the dust emission. The red and blue ellipses show the beams of SMA (1.6500 ⇥1.0500, position angle 51�) and MERLIN, respectively. Left panel:
March; right panel: April.

Fig. 5. Flux density versus time for the features F.01 (left) and F.06 (right). The black curve illustrates the expected variability of the maser feature
according to Goedhart et al. (2009); the predicted times of maxima and minima are reported in Table 6. The blue bars indicate the range of the
intensities between the highest maximum and the lowest maximum and between the highest minimum and lowest minimum.

ing the same absolute position for the brightest features at 39.2
km s�1. For an easy comparison, we report, in Table 8, the maser
features observed in our MERLIN observations, in Walsh et al.
(1998), and in Goedhart et al. (2009). In our three epochs we
observed almost all the features already detected by Walsh et al.
(1998), at positions within their reported uncertainty of 50 mas.
However, there are some exceptions: our F.04, F.07, F.08, F.09
and F.10 weren’t detected by Walsh et al. (1998), while we didn’t
detect features D, G, and H at 32.7 and 31.6 km s�1.

5.4. Strength of the magnetic field

The strength of the magnetic field along the line of sight can be
obtained from the circular polarisation (Vlemmings et al. 2001,
2006; Surcis et al. 2014a). Previous works showed that the cir-
cular polarisation fraction in methanol masers is typically very
weak (<1%; e.g Surcis et al. 2015), so circular polarisation can
be observed more easily in the brightest maser features. How-
ever, as shown by Vlemmings et al. (2001, 2002), an increase of
the noise, a narrowing and re-broadening, or a change in shape

Article number, page 7 of 12

A&A proofs: manuscript no. IRAS15

Fig. 1. 6.7 GHz methanol maser spectra of the three epochs, obtained by summing all the pixels in the image for each channel.

Fig. 2. Spectra of the brightest maser feature F.01 in the three epochs.

maser features. Each maser is represented by a triangle. The
di↵erent sizes of the triangles represent the intensity, while the
colours indicate the velocity of the maser feature, following the
scale reported in the colour bar. For March and April only, the
line segments mark the direction of the polarisation angle for
the maser features that show linear polarisation. Under the as-
sumption that the angle between the magnetic field and the line
of sight is ✓ > ✓crit ⇠ 55�, where ✓crit is the Van Vleck angle
(e.g. Surcis et al. 2011), we considered the linear polarisation
perpendicular to the magnetic field. The vectors are also scaled
logarithmically according to Pl as reported in Tables 3 and 4. We
also plot, in the bottom right corners, the average direction of the
resulting magnetic field�B obtained for two groups of masers as
defined in Sect. 5.2. For the F.06 feature we tentatively detect a
circular polarisation signature and the magnetic field along the
line of sight (see Sect. 5.4).

5. Discussion

5.1. Maser distribution and kinematics

Goedhart et al. (2009) presented a spectrum of the 6.7 GHz
methanol maser emission of IRAS 18089. The spectrum is di-
vided in two distinct blocks around two main peaks: one located
at a velocity of 33.7 km s�1 and another at 39.2 km s�1. In our
observations, we found a similar spectrum, with all our maser
features grouped around those two values (see Tables 3–5): as
shown in the Tables, the velocity shifts are within the channel
width, apart from F.06 which presents a shift of ⇠0.2 km s�1,
probably due to a blend of two components (see Sect. 5.4). Since
the same velocities occur in all three of our epochs, we divided
the masers in two groups: a blue group spanning a velocity range
from 30.0 to 36.4 km s�1 (containing F.04, F.05, F.06, F.07, F.08,
F.09, and F.11), and a red group from 37.7 to 39.2 km s�1 (con-
taining F.01, F.02, F.03, and F.10). The blue group presents a
velocity that is similar to the vlsr of the compact core (⇠33.8
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March  F.06 April  F.06

Fig. 6. Fit to maser feature F.06 assuming the presence of two hyperfine components; left: March observation, right: April observation. Upper
panels: total intensity I spectrum plotted as the black histogram. The solid red curve in the upper panel is the best fit using two Gaussian com-
ponents, representing two maser hyperfine components separated by 0.2 km s�1 (see Sect. 5.4). Component 1 is the blue long-dashed line and
component 2 is the green short-dashed line. Middle panels: circular polarisation V spectrum (black histogram). The solid magenta line is the sum
of the derivatives of the two components of the fit from the upper panel. The blue long-dashed line is the derivative of component 1 and the green
short-dashed line is the derivative of component 2. Lower panels: we plot the residuals between the circular polarisation (middle panel, black
histogram) and the sum of the derivatives (middle panel, solid magenta line).

of the maser line can also occur in hyperfine interactions or in
3D maser propagation e↵ect. Therefore, as suggested by Surcis
et al. (2015), a detection of circular polarisation should only be
considered real if it presents a V peak flux density at least five
times higher than the RMS.

In our observations, we found several of the above e↵ects
that made it di�cult to identify the Zeeman e↵ect. Therefore,
we only propose a tentative detection of circular polarisation for
one maser feature (reported as F.06 in Table 3 and Table 4, re-
spectively) shown in Fig. 6. For F.06 we tentatively compute the
magnetic field strength along the line of sight.

The observed V spectrum is a sin-shaped function, cor-
responding to the derivative I0 of the total power spectrum I
(Troland & Heiles 1982). By fitting Gaussian components to the
I spectrum, and the corresponding derivative to the V spectrum,
we can take

V = aI + b
dI
d⌫
, (1)

where a and b = zB cos ✓ are fit parameters, together with the
Gaussian components’ intensity, centre velocity, and line width.
B is the magnetic field strength, ✓ is the angle between the mag-
netic field and the line of sight and z is the Zeeman splitting
factor for CH3OH. However, z depends on the Landé g-factor,
which was unknown for the methanol maser molecules until re-
cently. Therefore, all the previous estimation of B along the line
of sight (Blos) were a↵ected by this uncertainty. Recently a list
of z factor values has been estimated for the 6.7 GHz methanol
transition 515A2  606A1 and all its possible hyperfine compo-
nents (Lankhaar et al. 2017).

In Fig. 6, we show the Stokes I profile (upper panels, black
histogram) for the maser feature F.06, in March (left panel) and
April (right panel). We tried to fit the line using two Gaussian
components separated by ⇠ 0.2 km s�1, and we plot the best fit

in red, component 1 is the blue long-dashed line and component
2 is the green short-dashed line. We summarise the best fit pa-
rameters in Table 9.

It is possible to see that the I spectrum in April presents a
reversed profile with respect to March. A similar behaviour is
also seen in the circular polarisation spectra V, plotted as black
histograms in the middle panels of Fig. 6: it presents two S-shape
profiles, one being the opposite of the other.

Following Lankhaar et al., a possible explanation of such I
profiles and opposite circular polarisation could be due to the
presence of two hyperfine components of the 6.7 GHz methanol
transition 515A2 ! 606A1: the F=3 ! 4 (component 1) and
the F=4 ! 5 (component 2), also separated by ⇠ 0.2 km s�1

(Lankhaar et al. 2016). Under this hypothesis, one hyperfine
transition would be preferred over the other in one epoch, and
vice versa in the following epoch. Therefore, we tried to fit our
V spectra using the sum of the derivatives of the two hyperfine
components (magenta line in the middle panels of Fig. 6). The
derivatives of the single components are also plotted: the deriva-
tive of component 1 is the blue long-dashed line and the deriva-
tive of component 2 is the green short-dashed line. The March
V spectrum can be reproduced (Fig. 6, left middle panel) by us-
ing two hyperfine components having a Zeeman coe�cient z of
-1.135 Hz mG�1 for component 1 and -0.467 Hz mG�1 for com-
ponent 2: the resulting Blos for both of them is ⇠ 5.7 mG. In the
right middle panel we plot the V spectrum for April and the pre-
dicted spectrum using a similar Blos ⇠ 5.5 mG. Even taking into
account an increased noise in the April observations, the circular
polarisation spectrum is not consistent with the expected spec-
trum.

Another possible explanation could be to consider a change
in the magnetic field direction between March and April. We
show this case in Fig. 7, where the two hyperfine components
present the inverse behaviour with respect to the previous case.
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•  Blue	group:	YSO	
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Abstract

We report on the properties of the low-mass stars that recently formed in the central ~ ¢ ´ ¢2.7 2.7 of 30 Dor,
including the R136 cluster. Using the photometric catalog of De Marchi et al., based on observations with the
Hubble Space Telescope, and the most recent extinction law for this field, we identify 1035 bona fide pre-main-
sequence (PMS) stars showing aH excess emission at the s4 level with an aH equivalent width of 20Å or more.
We find a wide spread in age spanning the range~ –0.1 50 Myr. We also find that the older PMS objects are placed
in front of the R136 cluster and are separated from it by a conspicuous amount of absorbing material, indicating
that star formation has proceeded from the periphery into the interior of the region. We derive physical parameters
for all PMS stars, including masses m, ages t, and mass accretion rates Ṁacc. To identify reliable correlations
between these parameters, which are intertwined, we use a multivariate linear regression fit of the type

= ´ + ´ +Ṁ a t b m clog log logacc . The values of a and b for 30 Dor are compatible with those found in
NGC 346 and NGC 602. We extend the fit to a uniform sample of 1307 PMS stars with < m0.5 / :M <1.5 and
<t 16 Myr in six star-forming regions in the Large and Small Magellanic Clouds and Milky Way with

metallicities in the range of 0.1–1.0 :Z . We find = - oa 0.59 0.02 and = ob 0.78 0.08. The residuals are
systematically different between the six regions and reveal a strong correlation with metallicity Z, of the type
= - o - o ´ :( ) ( )c Z Z3.69 0.02 0.30 0.04 log . A possible interpretation of this trend is that when the

metallicity is higher so is the radiation pressure, and this limits the accretion process, in both its rate and duration.

Key words: galaxies: star clusters: general – galaxies: star clusters: individual (30 Dor) – galaxies: stellar content –
Magellanic Clouds – stars: formation – stars: pre-main sequence

1. Introduction

The Tarantula Nebula (30 Dor) in the Large Magellanic
Cloud (LMC) is the nearest extragalactic region of extended
star formation. It is energized by the OB association
NGC 2070, which hosts at its center the Radcliffe 136 (R136)
cluster, the closest example of a massive extragalactic starburst
region (Walborn 1991). Ground-based observations dating
back to the 1980s already revealed several discrete epochs
of formation of massive stars within the nebula (e.g.,
Walborn 1986, 1991; Melnick 1987), but only the advent of
the refurbished Hubble Space Telescope (HST) allowed an
in-depth study also of lower-mass stars (e.g., Sirianni et al.
2000; Zinnecker et al. 2002; Andersen et al. 2009).

De Marchi et al. (2011c) presented a study of the populations
of low-mass stars recently formed in the central regions of the
30 Dor nebula, using observations with the Wide Field
Camera 3 (WFC 3) on board the HST. Looking for objects
with aH excess emission, these authors discovered a popula-
tion of more than 1150 pre-main-sequence (PMS) stars in a
region of ~ ´40 40 pc2 in NGC 2070, including the central
R136 cluster. Although many of these PMS stars have young
ages (<4 Myr) and a spatial distribution matching that of the
massive members of R136, the study of De Marchi et al.
(2011c) revealed that about one-third of the PMS objects have

ages in excess of ∼10Myr and are preferentially located to the
east of R136. This indicates that formation of low-mass stars in
this field has proceeded over a period of time longer than that
associated with the birth of the massive stars of R136 some
~ –2 3 Myr ago (e.g., De Marchi et al. 1993; Hunter et al. 1995;
de Koter et al. 1998; Massey & Hunter 1998; Walborn et al.
1999).
The presence in the Tarantula nebula of stars older than the

massive members of R136 was already established earlier. For
instance, a spectroscopic study of massive (>40 :M ) stars
conducted by Selman et al. (1999) allowed them to identify
three bursts of increasing strength, occurring 5, 2.5, and less
than 1.5 Myr ago. This had been noticed before by Brandl et al.
(1996). Comparing their multiband UVIHK photometry with
evolutionary tracks (Meynet et al. 1994), Brandl et al. (1996)
determined the age of stars more massive than 12 :M within a
field of ∼10 pc2 around R136, detecting three peaks of massive
star formation separated by approximately 2.5 Myr. Similarly,
from a morphological study of the ages and spatial distribution
of OB stars, Walborn & Blades (1997) had identified multiple
generations of stars in 30 Dor, with ages of<1, 2–3, and 6Myr
inside R136. Furthermore, for the Hodge 301 cluster, located ¢3
northwest of it, they obtained an age of ∼10Myr or older, as
already suggested by Lortet & Testor (1991). An even older
age for Hodge 301 was later derived by Grebel & Chu (2000).
Using both photometry and spectroscopy, these authors
concluded that the most likely age for Hodge 301 is of the
order of 20–25Myr, as at younger ages isochrones would not

The Astrophysical Journal, 846:110 (16pp), 2017 September 10 https://doi.org/10.3847/1538-4357/aa85e9
© 2017. The American Astronomical Society. All rights reserved.

* Based on observations with the NASA/ESA Hubble Space Telescope,
obtained at the Space Telescope Science Institute, which is operated by AURA,
Inc., under NASA contract NAS5-26555.
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HST	mulTband	photometric	catalog	(De	Marchi+	2011)	
•  Concentrate	on	F555W	(V),	F814W	(I),	and	F656N	(H-alpha)	bands	



reddening caused by the circumstellar disk. Therefore, the
effect is negligible.

4. Searching for PMS Stars

As mentioned above, differential reddening makes it
impossible to identify bona fide PMS stars based on their
broadband photometry alone. Instead, we search for stars with a
strong aH excess emission. This feature is characteristic of
low-mass star formation and is attributed to the gravitational
energy released by infalling matter that ionizes and excites the
surrounding gas (e.g., Königl 1991; Shu et al. 1994). A reliable
method to detect these objects using multicolor photometry is
addressed in a series of papers by De Marchi et al. (2010,
2011a, 2011b, 2011c, 2013a), to which we refer the reader.

Briefly, the median V−I and a-V H colors of stars with
small (<0.05 mag) photometric uncertainties in the V I, , and
aH bands define an empirical reference template against which

we identify objects with excess aH emission. Even before
correction for reddening, the color–color diagram a-V H ,
V−I provides a robust identification of stars with aH excess,
since in these bands the reddening vector runs almost parallel to
the median photospheric colors of normal stars (De Marchi
et al. 2010).

Following this procedure, we identified stars with a-V H
color exceeding the a-V H color of normal stars with no
excess and with the same V−I by at least 0.1 mag or by three
times the photometric uncertainty on the a-V H color (i.e.,
s3 ), whichever is larger. We further restricted the search to
stars with combined photometric uncertainty not exceeding
0.15 mag in all three bands and not larger than 0.1 mag in V and
I individually. This results in about 2175 PMS candidates,
shown as thick filled circles in Figure 2.

The dashed line in the figure represents the median
photospheric a-V H color as a function of V−I for stars
with small photometric uncertainties in all three bands. These

are typically older MS stars and do not have appreciable aH
excess. For comparison, the thin dotted line shows the model
atmospheres of Bessell et al. (1998) for stars with effective
temperatures in the range - -T3500 K 40000 Keff , surface
gravity =glog 4.5, and a metallicity index = -[ ]M H 0.5, as
appropriate for the LMC (Dufour 1984). The theoretical colors,
calculated for the specific WFC 3 filters, already include a
typical reddening value of - =( )E V I 0.5, made up of

- =( )E V I 0.1 owing to intervening MW absorption along
the line of sight and - =( )E V I 0.4 owing to LMC absorption
in front of and within 30 Dor. As we will see later, this is a
representative average reddening value for this field.
Objects with aH excess emission are shown as thick

symbols in Figure 3. Following De Marchi et al. (2011c), we
will consider their positions in the CMD in relation to their
spatial distribution in order to determine how to correct their
photometry for reddening using neighboring reference UMS
stars. All these objects with aH excess emission are candidate
PMS stars and as such are relatively young. We used a
theoretical PMS isochrone for a rough preliminary separation
of younger and older PMS stars. A more accurate age
determination will be possible after correction for reddening.
The thin short-dashed line is the theoretical isochrone for a

PMS age of 5 Myr and metallicity Z=0.007 from the models
of Tognelli et al. (2011), translated into the WFC 3 bands for
the assumed distance modulus and a combined reddening
AV=1.22. Using the 5Myr PMS isochrone as a reference, we
have marked as thick filled circles and crosses, respectively, the
objects above and below that line, and hence approximately
younger and older than 5Myr.
The radial distributions of these objects are shown in

Figure 4, drawn from the nominal center of R136. De Marchi
et al. (2011c) had already shown that stars younger than 5Myr
(short-dashed line) follow remarkably well the distribution of
reference UMS stars (solid line, rescaled by a factor of 0.65 to
ease the comparison), while stars older than 5Myr (long-
dashed line) have a rather uniform distribution. The dotted line

Figure 2. Identification of objects with excess aH emission. The dashed line is
the median photospheric a-V H color for stars with small (<0.05 mag)
combined photometric uncertainties in all three bands. For comparison, the
dotted line shows the colors in these filters for the model atmospheres of
Bessell et al. (1998). Thick filled circles denote stars with aH excess emission
higher than the s3 level. The AV=1.8 reddening vector is shown, as an
example, for the 30 Dor extinction law.

Figure 3. Same as Figure 1, but including all candidate PMS stars with aH
excess emission and the isochrone for PMS age of 5 Myr (thin dashed line) for
AV=1.22. Stars with aH excess emission located above and below the 5 Myr
isochrone are indicated with green thick filled circles and red crosses,
respectively, and are approximately younger and older than 5 Myr.
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shows for comparison the distribution of stars between the 5
and 10Myr isochrones (the latter is not shown in Figure 3 but
is also from the models of Tognelli et al. 2011). The dotted line
confirms that even the least old PMS candidates have a radial
distribution different from that of UMS stars. Thus, we can
safely use the nearby reference UMS stars to derive a reddening
correction also for similarly young PMS candidates, but not for
the older ones.

We assigned to each young PMS candidate a reddening
value determined as the weighted average of the reddenings of
the five closest reference UMS stars within 5 pc (20″), using as
weight d1 2, where d is the projected distance. All young PMS
candidates have at least two reference UMS neighbors within
5 pc with a median number of 15. The reddening values for
young PMS candidates vary from - =( )E V I 0.57 to 0.89, or
from AV=1.63 to 2.59 (respectively, the 17th and 83rd
percentiles), with a median - =( )E V I 0.71 or AV=2.05. All
these values include the AV=0.22 Galactic component along
the line of sight.

To determine the uncertainty introduced by this reddening
correction, we applied the same method to UMS stars, using as
neighbors the five closest reference UMS objects within 5 pc,
excluding the star itself. Compared to the V−I color that the
star would have when translated along the reddening vector to
the 3Myr isochrone (solid blue line in Figure 1), we found a
typical difference of 0.1 mag ( s1 ). We will use this value as a
measure of the statistical uncertainty introduced by the nearest-
neighbor reddening correction.

For the older PMS candidates using the nearest-neighbors
method would not be appropriate, owing to their different
spatial distribution (see Figure 4). In this case, the only
acceptable solution is to apply to all older PMS stars one and
the same reddening value. The minimum possible value is
AV=0.22, which corresponds to the Galactic intervening
extinction. The maximum statistically acceptable value is one
that would move no more than ~1 6 of the stars to the left of

the adopted MS, i.e., that would make them appear bluer than
the solid blue line in Figure 3. This would correspond to the s1
deviation. This is the case for AV=1.22. Thus, all reddening
values in the range < <A0.22 1.22V are possible. We will
adopt = oA 0.72 0.50V as a representative value and will
specifically address the effects that assuming AV=0.22 or
AV=1.22 for these candidate PMS stars would have on the
derived physical parameters.
An important conclusion that we can already draw is that the

older PMS candidates are placed in front of the R136 cluster
and are separated from it by a conspicuous amount of
absorbing material. This stems from the fact that (1) the
maximum reddening toward these objects (AV=1.22) is
considerably lower than the reddening toward the younger
PMS stars (17th percentile, AV=1.63) and (2) their spatial
distribution is uniform over the field. The separation in AV and
spatial distribution confirms that younger and older low-mass
PMS candidates are associated with distinct star formation
episodes across the volume probed by these observations. In
particular, it appears that star formation has proceeded into the
region.

5. Physical Properties of Bona Fide PMS Stars

In order to select bona fide PMS stars, after reddening
correction in all bands we repeated the procedure discussed in
Section 4 to identify objects with aH excess emission but
imposing stricter constraints. In particular, we only considered
stars with a reddening-corrected a-V H excess at the s4 level
or higher. Furthermore, to avoid contamination by stars with
significant chromospheric activity, we only considered objects
with equivalent width of the aH emission a >( )W H 20E

eq Å
(for details on deriving a( )W HE

eq from the photometry, see, e.g.,
De Marchi et al. 2010, 2011a, 2013a). We note that this high
threshold on a( )W HE

eq excludes from the sample all weakly
accreting PMS stars present in the field. This is not a problem,
however, since our goal is to study the properties of the mass
accretion process in PMS stars. This requires a sample of bona
fide objects, but completeness is not essential.
This more stringent selection reduced the sample to 1035

stars with effective temperature <T 10,000eff K. They are
shown as filled circles in the Hertzsprung–Russell (H-R)
diagrams in Figure 5. Open circles correspond to ∼400 stars
hotter than 10,000 K that we will not consider in this work.
These are objects typically more massive than ∼2 :M and
might contain Be stars that are evolving off the MS. Even
though we could derive the mass of these objects from their
broadband colors, without spectroscopy their age would be
rather uncertain because they may be both PMS and post-MS
stars. This, in turn, would make the comparison more difficult
with the lower-mass PMS stars of interest here. We will
not consider these objects further here and will address
the properties of these aH -emitting stars in a future work
(G. De Marchi & N. Panagia 2017, in preparation).
We note that among the objects with aH excess in Figure 5

there could be a very small fraction of evolved stars with
circumstellar envelopes, including planetary nebulae and post-
AGB stars. Objects in these phases, however, are short-lived,
with typical lifetimes of ~105 yr (e.g., Vassiliadis &
Wood 1994; Habing 1997). This is about three orders of
magnitude shorter than the He-burning lifetime of stars in the
RC phase (~108 yr, e.g., Girardi & Bertelli 1998; Girardi et al.
1998). With a total of about 180 RC stars in the field of our

Figure 4. Radial distribution of UMS stars (solid blue line) and of low-mass
PMS candidates younger than 5 Myr (short-dashed green line) and older than
5 Myr (long-dashed red line). The dotted line corresponds to stars with ages
intermediate between 5 and 10 Myr. The curves are normalized by the number
of objects in each sample, and the solid line is further rescaled by a factor of
0.65 for ease of comparison. Note that crowding is the cause of the apparent
drop observed at small radii in the profiles of PMS stars (the effect is negligible
for the much brighter and sparser UMS objects). Error bars correspond to the
Poisson uncertainty on the number counts.
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investigation (De Marchi & Panagia 2014), one expects less
than one of these post-AGB stars in our sample of objects with
aH excess. Their contribution is, therefore, negligible and can

be ignored.

5.1. Bolometric Luminosity and Effective Temperature

The value of the effective temperature Teff was derived from
the dereddened V−I color, since in the range 4000–10,000 K
of interest here this is an excellent index for temperature
determinations (e.g., Bessell et al. 1998; Romaniello 1998; von
Braun et al. 1998). The models of Bessell et al. (1998) already
discussed in Section 3 were used in the conversion. The
bolometric luminosity (L) was derived from the dereddened V
magnitude and the same models, having adopted a distance
modulus of 18.55. The typical so1 uncertainties on the Teff and
L are shown by the error bars on the left-hand side of Figure 5
(these uncertainties include the effects of the reddening
correction). Note that the uncertainty on Teff is on average
larger for brighter stars, since they tend to be hotter and
the V−I color becomes increasingly less sensitive to Teff
variations.
The three panels in Figure 5 refer to the same objects, but in

each panel we have used a different reddening value for the
stars classified as older than 5Myr in the CMD of Figure 3. As
discussed in Section 4, the values are AV=1.22 (panel (a)),
0.72 (panel (b)), and 0.22 (panel (c)). The corresponding
objects are marked with crosses. For reference, we have traced
in each panel the PMS isochrones (dashed lines) from the
models of Tognelli et al. (2011) for the adopted Z=0.007
metallicity. Isochrones are shown for ages of 1, 2, 4, 8, 16, 32,
and 64Myr, from right to left. The separation between
isochrones is typically larger than the uncertainties on Teff
and L (see error bars). Also shown are the representative
evolutionary tracks for masses of 0.7, 1, 1.5, 2, 3, and 4 :M
(solid curves) from the same Tognelli et al. (2011) models.
The paucity of objects with �T 8000eff K and � :L L10 in

panels (b) and (c) appears somewhat unphysical and might
suggest that the reddening values adopted for the older PMS
stars in those cases are too low. A similar indication comes
from the mass distribution (see below). However, since one
cannot a priori exclude those lower AV values, we include the
corresponding H-R diagrams here for reference.

5.2. Mass and Age

By means of a finer grid of models than the one shown in
Figure 5, we derived the individual masses and ages of the
bona fide PMS stars. We followed the approach originally
discussed by Romaniello (1998) and more recently refined by
De Marchi et al. (2011a, 2011b, 2013a). The method is similar
to the one presented by Da Rio & Robberto (2012) and
provides the probability distribution for each individual star to
have a given value of the mass and age, purely on the basis
of the measurement errors, and without making assumptions on
the properties of the population, such as the functional form of
the initial mass function.
Briefly, the position of each star in the H-R diagram is

compared with PMS evolutionary tracks in order to derive the
most likely age and mass for that object. The evolutionary
tracks used are those of Tognelli et al. (2011) mentioned above,
interpolated to a finer mass grid with a logarithmic step
of 0.025.
We first define a grid in luminosity and temperature in the

H-R diagram, with evenly spaced cells and logarithmic steps in
both temperature and luminosity. The sizes of the cells are
chosen to be comparable to the typical observational errors.
Then, given the evolutionary model of a star of a certain mass,

Figure 5. H-R diagram of the bona fide PMS stars (filled circles, with an
additional cross if older than 5 Myr). Objects hotter than 10,000 K (open
circles) are shown but not not considered in this work. The typical so1
uncertainties on Teff and L are shown by the error bars. The three panels
correspond to different reddening values for the stars classified as older than
5 Myr in the CMD of Figure 3 (crosses). The adopted values are, respectively,
AV=1.22 (panel (a)), 0.72 (panel (b)), and 0.22 (panel (c)). The dashed lines
are the PMS isochrones from the models of Tognelli et al. (2011), for ages of 1,
2, 4, 8, 16, 32, and 64 Myr, from right to left (note that where multiple
isochrones reach the MS and overlap, lines appear solid instead of dashed).
Also shown are the representative evolutionary tracks for masses of
0.7, 1, 1.5, 2, 3, and 4 :M (solid lines).
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we identify all the cells that that star crosses throughout its
evolution. For each cell, we compute the crossing time
(difference between the times of exit and entrance) and
characteristic age (average of exit and entrance times). We
repeat this process for all the tracks resulting from the
interpolation mentioned above.

The results are four matrices containing all the relevant
information associated with the evolutionary tracks crossing
that cell, namely, mass, age, time of permanence in the cell, and
multiplicity for that cell (number of possible solutions). Given
an observed star, the cell of the grid to which that star belongs
gives us the most likely mass and age of the objects. If more
than one solution is possible for that cell, because more than
one track crosses the cell or the same track crosses it at
different times, we assign an appropriate weight to each
solution. As a zeroth-order approximation, assuming a constant
birth rate, the weight is proportional to the time a given track
spends in that cell. Although this is typically sufficient for
rapidly evolving PMS stars, subsequent iterations are used to
take into account a more realistic star formation history.

The largest source of uncertainty on the derived masses and
ages comes from the reddening correction. For younger PMS
stars, where the reddening correction is applied individually
using the nearest-neighbors method, the typical uncertainty on

-( )E V I is about 0.1 mag, as mentioned in Section 4. This
translates into a typical uncertainty of ∼6% on the mass and of
∼18% on the age. For older PMS objects, where all stars are
assigned the same AV value, we measured how varying AV over
the full range from 0.22 to 1.22 affects the individual masses
and ages. Objects appear more massive when AV grows, and the
typical mass variation introduced by a spread of 0.5 mag in AV
is about 8%. The effect on the age is about twice as large,
corresponding to ∼19%.

The histograms with the mass distribution for the 1035 PMS
stars are shown in Figure 6. The 2 binning has been selected
to match the evolutionary tracks in Figure 5 and is several

times wider than the typical uncertainty on the mass. Different
line types correspond to different AV choices for the older PMS
objects as mentioned above: AV=1.22 (solid line), AV=0.72
(long-dashed line), and AV=0.22 (short-dashed line). The
histograms show a larger number of more massive stars when
the value of AV is higher, and correspondingly a smaller
number of massive stars when the value of AV is lower.
However, the three mass distributions are rather similar, and
statistically significant differences ( s~4 ) are only seen in the
mass range 0.7–1.0 :M .
The histograms show a relatively broad peak in the range

1–2 :M . We underline that, while these measurements show
the relative mass distribution of PMS stars, they cannot set
constraints on the shape of the mass function, since we are only
considering PMS stars that had aH excess emission at the time
of the observations and we are also not accounting for the
unavoidable photometric incompleteness, which is more severe
at low masses.
The histograms in Figure 7 show the age distribution for the

PMS stars, for an adopted AV=0.72 for objects older than
5Myr. The solid line gives the number of stars in each age bin,
which we have selected with a constant logarithmic step of a
factor of 2 to match the isochrones in Figure 5. The age bins are
several times wider than the uncertainty on the age. The dashed
line gives the apparent rate of star formation, obtained by
dividing the number of stars in each bin by the age extent of the
bin. The figure can be directly compared with Figure 10 of De
Marchi et al. (2011c), and it is consistent with it: the apparent
star formation rate in the past 2 Myr is ∼150 :M Myr−1, and it
drops to ∼10 :M Myr−1 between 20 and 30Myr ago.
These are necessarily lower limits to the star formation rate,

because we only consider here PMS stars with aH excess
emission at the s4 level or more at the time of the observations.
Moreover, young stars show large variations in their aH
emission over hours or days (e.g., Fernandez et al. 1995; Smith
et al. 1999; Alencar et al. 2001). Furthermore, an active state of
accretion is expected to decrease with age (e.g., Fedele et al.
2010; De Marchi et al. 2011a), and this must be at least partly
responsible for the rapid decline seen at ages older than
∼2Myr. In fact, if the fraction of PMS stars with aH excess
had an exponential decay with time (Fedele et al. 2010),

Figure 6. Histograms of the mass distribution for the 1035 bona fide PMS
stars. Different line types correspond to different AV choices for the older PMS
objects: AV=1.22 (solid line), AV=0.72 (long-dashed line), and AV=0.22
(short-dashed line). For completeness, the dotted line shows the mass
distribution of the stars with aH excess emission hotter than 10,000 K that
we do not consider in this work.

Figure 7. Histograms of the age distribution of PMS stars. A constant
logarithmic step is used (factor of 2). The solid line provides the number of
stars inside each age bin, while the dashed line shows the apparent star
formation rate in units of Myr−1.
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we identify all the cells that that star crosses throughout its
evolution. For each cell, we compute the crossing time
(difference between the times of exit and entrance) and
characteristic age (average of exit and entrance times). We
repeat this process for all the tracks resulting from the
interpolation mentioned above.

The results are four matrices containing all the relevant
information associated with the evolutionary tracks crossing
that cell, namely, mass, age, time of permanence in the cell, and
multiplicity for that cell (number of possible solutions). Given
an observed star, the cell of the grid to which that star belongs
gives us the most likely mass and age of the objects. If more
than one solution is possible for that cell, because more than
one track crosses the cell or the same track crosses it at
different times, we assign an appropriate weight to each
solution. As a zeroth-order approximation, assuming a constant
birth rate, the weight is proportional to the time a given track
spends in that cell. Although this is typically sufficient for
rapidly evolving PMS stars, subsequent iterations are used to
take into account a more realistic star formation history.

The largest source of uncertainty on the derived masses and
ages comes from the reddening correction. For younger PMS
stars, where the reddening correction is applied individually
using the nearest-neighbors method, the typical uncertainty on

-( )E V I is about 0.1 mag, as mentioned in Section 4. This
translates into a typical uncertainty of ∼6% on the mass and of
∼18% on the age. For older PMS objects, where all stars are
assigned the same AV value, we measured how varying AV over
the full range from 0.22 to 1.22 affects the individual masses
and ages. Objects appear more massive when AV grows, and the
typical mass variation introduced by a spread of 0.5 mag in AV
is about 8%. The effect on the age is about twice as large,
corresponding to ∼19%.

The histograms with the mass distribution for the 1035 PMS
stars are shown in Figure 6. The 2 binning has been selected
to match the evolutionary tracks in Figure 5 and is several

times wider than the typical uncertainty on the mass. Different
line types correspond to different AV choices for the older PMS
objects as mentioned above: AV=1.22 (solid line), AV=0.72
(long-dashed line), and AV=0.22 (short-dashed line). The
histograms show a larger number of more massive stars when
the value of AV is higher, and correspondingly a smaller
number of massive stars when the value of AV is lower.
However, the three mass distributions are rather similar, and
statistically significant differences ( s~4 ) are only seen in the
mass range 0.7–1.0 :M .
The histograms show a relatively broad peak in the range

1–2 :M . We underline that, while these measurements show
the relative mass distribution of PMS stars, they cannot set
constraints on the shape of the mass function, since we are only
considering PMS stars that had aH excess emission at the time
of the observations and we are also not accounting for the
unavoidable photometric incompleteness, which is more severe
at low masses.
The histograms in Figure 7 show the age distribution for the

PMS stars, for an adopted AV=0.72 for objects older than
5Myr. The solid line gives the number of stars in each age bin,
which we have selected with a constant logarithmic step of a
factor of 2 to match the isochrones in Figure 5. The age bins are
several times wider than the uncertainty on the age. The dashed
line gives the apparent rate of star formation, obtained by
dividing the number of stars in each bin by the age extent of the
bin. The figure can be directly compared with Figure 10 of De
Marchi et al. (2011c), and it is consistent with it: the apparent
star formation rate in the past 2 Myr is ∼150 :M Myr−1, and it
drops to ∼10 :M Myr−1 between 20 and 30Myr ago.
These are necessarily lower limits to the star formation rate,

because we only consider here PMS stars with aH excess
emission at the s4 level or more at the time of the observations.
Moreover, young stars show large variations in their aH
emission over hours or days (e.g., Fernandez et al. 1995; Smith
et al. 1999; Alencar et al. 2001). Furthermore, an active state of
accretion is expected to decrease with age (e.g., Fedele et al.
2010; De Marchi et al. 2011a), and this must be at least partly
responsible for the rapid decline seen at ages older than
∼2Myr. In fact, if the fraction of PMS stars with aH excess
had an exponential decay with time (Fedele et al. 2010),

Figure 6. Histograms of the mass distribution for the 1035 bona fide PMS
stars. Different line types correspond to different AV choices for the older PMS
objects: AV=1.22 (solid line), AV=0.72 (long-dashed line), and AV=0.22
(short-dashed line). For completeness, the dotted line shows the mass
distribution of the stars with aH excess emission hotter than 10,000 K that
we do not consider in this work.

Figure 7. Histograms of the age distribution of PMS stars. A constant
logarithmic step is used (factor of 2). The solid line provides the number of
stars inside each age bin, while the dashed line shows the apparent star
formation rate in units of Myr−1.
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radius. However, since at low temperatures the reddening
vector crosses the evolutionary tracks, any unaccounted
extinction would lead to an underestimate of the stellar mass,
thus resulting in a systematically higher value of the * *R M
ratio. On the other hand, this effect is relatively small, and a
typical uncertainty of 0.1 mag in -( )E V I , as relevant in our
case, corresponds to an uncertainty of ∼6% on the * *R M
ratio. In summary, the combined statistical uncertainty on Ṁacc
amounts to ∼23%. When also the systematic uncertainties due
to the conversion between a( )L H and Lacc are considered, the
final combined uncertainty on Ṁacc amounts to less than a
factor of 2. This is important, because it allows us to make a
solid comparison between the Ṁacc values for objects of
different masses and ages across our sample.

6. Mass Accretion Rate and Stellar Parameters

The broad distribution of Ṁacc values seen in Figure 8
reflects the wide range of masses m and ages t covered by this
sample. We will now explore how Ṁacc depends on both m and
t for these stars, and later we will compare these results with
other massive star-forming regions in the MCs and MW. The
large size of our samples of PMS stars will allow us to derive
statistically significant conclusions.

We begin by combining information on the three parameters
in one graph, showing in Figure 9 the values of Ṁacc as a
function of t. The 30 Dor PMS stars are marked by diamonds,
and the size of the symbols is proportional to the mass (see
legend). As a representative value of the extinction for PMS
stars older than 5Myr (unfilled diamonds) we have adopted
AV=0.72. Overall, the mass accretion rate of the 30 Dor
objects appears to decline with age as µ -Ṁ tacc

0.63, as shown
by the best fit to the data (dashed line). The other symbols, as
per the legend, correspond to a sample of Galactic T Tauri stars
studied by Sicilia-Aguilar et al. (2006, 2010), and the typical
uncertainty on their values is shown by the large cross at the
bottom. These objects suggest a steeper drop of Ṁacc with t,

consistent with the models of viscous disk evolution by
Hartmann et al. (1998), shown by the solid line.
The observed slope (a = - o0.63 0.02) is in good

agreement with those measured in other MCs environments,
namely, NGC 346 (a = -0.55; De Marchi et al. 2011a) and
NGC 602 (a = -0.7; De Marchi et al. 2013a) in the SMC.
However, it is considerably shallower than the a -� 1.5 slope
predicted by the models of Hartmann et al. (1998; see also
Calvet et al. 2000; Muzerolle et al. 2000). A steeper decline,
consistent with these models, has also been observed by
Barentsen et al. (2011) and Beccari et al. (2015) for low-mass
stars (<0.6 :M ) in Galactic clusters, respectively, in Tr 37 in
Cepheus and Tr 14 in the Carina Nebula.
Therefore, there might be differences between the MCs and

the Galaxy environments affecting how the mass accretion rate
scales with age. However, to properly explore this possibility,
we cannot simply rely on graphs of the type of Figure 9, since
the mass spread present at all ages in that figure contributes to
the apparent scatter. In fact, Ṁacc is also expected to depend on
m. In the low-mass regime, this dependence could be as steep
as m2 (Muzerolle et al. 2003, 2005; Calvet et al. 2004; Natta
et al. 2004, 2006), or even steeper in the very low mass domain
(Fang et al. 2009). On the other hand, those conclusions are
based on rather limited samples of a few dozen PMS stars each,
often with a significant age spread. In the Appendix, we
address how an age spread affects the inferred mass
dependence of Ṁacc and results in erroneously steep indices.
Figure 10 shows the values of Ṁacc in 30 Dor as a function of

age t for four roughly equally populated mass groups, namely,
0.5–1.1 :M , 1.1–1.6 :M , 1.6–2.0 :M , and 2.0–4.0 :M . Also
given in each panel are the slope α and intercept Q (at 1 Myr)
of the best linear fit to the data (dashed lines), according to the
relationship a= ´ +˙ ( )M t Qlog logacc with the age in Myr.
The values of the slope α range from~-0.2 to~-0.6 and are
in relative agreement with one another (mean −0.39 and

Figure 8. Histograms of the mass accretion rate values of the bona fide PMS
stars. As before, different line types correspond to different AV choices for the
older PMS objects: AV=1.22 (solid line), AV=0.72 (long-dashed line), and
AV=0.22 (short-dashed line).

Figure 9. Mass accretion rates of bona fide PMS stars, as a function of stellar
age. Diamonds refer to the objects in 30 Dor, and their size is proportional to
the stellar mass (see legend). In this graph, we have adopted AV=0.72 for all
PMS stars older than 5 Myr (open diamonds). The dashed line represents the
best fit to the 30 Dor data. Other symbols correspond to a sample of Galactic T
Tauri stars from the literature, as per the legend (the large circles around some
of the symbols indicate dwarfs of spectral type G in the Tr 37 sample). The
solid line shows the relationship between Ṁacc and t predicted by models of the
evolution of a viscous disk (Hartmann et al. 1998).
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radius. However, since at low temperatures the reddening
vector crosses the evolutionary tracks, any unaccounted
extinction would lead to an underestimate of the stellar mass,
thus resulting in a systematically higher value of the * *R M
ratio. On the other hand, this effect is relatively small, and a
typical uncertainty of 0.1 mag in -( )E V I , as relevant in our
case, corresponds to an uncertainty of ∼6% on the * *R M
ratio. In summary, the combined statistical uncertainty on Ṁacc
amounts to ∼23%. When also the systematic uncertainties due
to the conversion between a( )L H and Lacc are considered, the
final combined uncertainty on Ṁacc amounts to less than a
factor of 2. This is important, because it allows us to make a
solid comparison between the Ṁacc values for objects of
different masses and ages across our sample.

6. Mass Accretion Rate and Stellar Parameters

The broad distribution of Ṁacc values seen in Figure 8
reflects the wide range of masses m and ages t covered by this
sample. We will now explore how Ṁacc depends on both m and
t for these stars, and later we will compare these results with
other massive star-forming regions in the MCs and MW. The
large size of our samples of PMS stars will allow us to derive
statistically significant conclusions.

We begin by combining information on the three parameters
in one graph, showing in Figure 9 the values of Ṁacc as a
function of t. The 30 Dor PMS stars are marked by diamonds,
and the size of the symbols is proportional to the mass (see
legend). As a representative value of the extinction for PMS
stars older than 5Myr (unfilled diamonds) we have adopted
AV=0.72. Overall, the mass accretion rate of the 30 Dor
objects appears to decline with age as µ -Ṁ tacc

0.63, as shown
by the best fit to the data (dashed line). The other symbols, as
per the legend, correspond to a sample of Galactic T Tauri stars
studied by Sicilia-Aguilar et al. (2006, 2010), and the typical
uncertainty on their values is shown by the large cross at the
bottom. These objects suggest a steeper drop of Ṁacc with t,

consistent with the models of viscous disk evolution by
Hartmann et al. (1998), shown by the solid line.
The observed slope (a = - o0.63 0.02) is in good

agreement with those measured in other MCs environments,
namely, NGC 346 (a = -0.55; De Marchi et al. 2011a) and
NGC 602 (a = -0.7; De Marchi et al. 2013a) in the SMC.
However, it is considerably shallower than the a -� 1.5 slope
predicted by the models of Hartmann et al. (1998; see also
Calvet et al. 2000; Muzerolle et al. 2000). A steeper decline,
consistent with these models, has also been observed by
Barentsen et al. (2011) and Beccari et al. (2015) for low-mass
stars (<0.6 :M ) in Galactic clusters, respectively, in Tr 37 in
Cepheus and Tr 14 in the Carina Nebula.
Therefore, there might be differences between the MCs and

the Galaxy environments affecting how the mass accretion rate
scales with age. However, to properly explore this possibility,
we cannot simply rely on graphs of the type of Figure 9, since
the mass spread present at all ages in that figure contributes to
the apparent scatter. In fact, Ṁacc is also expected to depend on
m. In the low-mass regime, this dependence could be as steep
as m2 (Muzerolle et al. 2003, 2005; Calvet et al. 2004; Natta
et al. 2004, 2006), or even steeper in the very low mass domain
(Fang et al. 2009). On the other hand, those conclusions are
based on rather limited samples of a few dozen PMS stars each,
often with a significant age spread. In the Appendix, we
address how an age spread affects the inferred mass
dependence of Ṁacc and results in erroneously steep indices.
Figure 10 shows the values of Ṁacc in 30 Dor as a function of

age t for four roughly equally populated mass groups, namely,
0.5–1.1 :M , 1.1–1.6 :M , 1.6–2.0 :M , and 2.0–4.0 :M . Also
given in each panel are the slope α and intercept Q (at 1 Myr)
of the best linear fit to the data (dashed lines), according to the
relationship a= ´ +˙ ( )M t Qlog logacc with the age in Myr.
The values of the slope α range from~-0.2 to~-0.6 and are
in relative agreement with one another (mean −0.39 and

Figure 8. Histograms of the mass accretion rate values of the bona fide PMS
stars. As before, different line types correspond to different AV choices for the
older PMS objects: AV=1.22 (solid line), AV=0.72 (long-dashed line), and
AV=0.22 (short-dashed line).

Figure 9. Mass accretion rates of bona fide PMS stars, as a function of stellar
age. Diamonds refer to the objects in 30 Dor, and their size is proportional to
the stellar mass (see legend). In this graph, we have adopted AV=0.72 for all
PMS stars older than 5 Myr (open diamonds). The dashed line represents the
best fit to the 30 Dor data. Other symbols correspond to a sample of Galactic T
Tauri stars from the literature, as per the legend (the large circles around some
of the symbols indicate dwarfs of spectral type G in the Tr 37 sample). The
solid line shows the relationship between Ṁacc and t predicted by models of the
evolution of a viscous disk (Hartmann et al. 1998).

9

The Astrophysical Journal, 846:110 (16pp), 2017 September 10 De Marchi, Panagia, & Beccari

standard deviation 0.13), but are all considerably shallower
than the ~-1.5 slope predicted by the models of Hartmann
et al. (1998; solid lines in the figure). We note that our
conservative selection of only the bona fide PMS stars with

a >( )W H 20E
eq Å does not appear to affect the measured

slopes. As already discussed in detail in De Marchi et al.
(2011a) for the case of NGC 346, the upper envelopes of the
distribution of all four mass groups appear to be fully consistent
with the slope of the best fit in each panel. To highlight this, the
thin long-dashed lines shown in the figure represent the lines of
best fit shifted vertically by 0.7 dex. Therefore, even if our
conservative detection limits do not allow us to identify objects
with low a( )L H , no selection effects are to be expected for
stars with high aH excess. Since the distribution of these
objects is consistent with the slope of the best fit, the latter is
not skewed by having ignored objects with the smallest mass
accretion rates, and therefore it must be correct.

The dependence of the mass accretion rate on the stellar
mass is described in a qualitative way by the systematic growth
of Q with increasing mass. However, the values of Q listed in
Figure 10 cannot be directly compared to one another to find
the formal dependence of Ṁacc on m, because they refer to
different slopes α. In this case, assuming that all stars in our
sample formed under the same conditions, a proper and
quantitative analysis is only possible through a multivariate
least-squares fit that takes into account the simultaneous
dependence of Ṁacc on both m and t. This approach is allowed
by the large size of our PMS stars sample. Adopting a simple
relationship of the type

µ ´˙ ( )M t m , 2a b
acc

De Marchi et al. (2011a, 2013a) found = - oa 0.59 0.02 and
= ob 0.82 0.09 for NGC 346 and = - oa 0.72 0.02 and
= ob 0.94 0.14 for NGC 602, both in the SMC. These

values apply to objects in the mass range 0.5–1.5 :M and

younger than ∼16Myr. If we consider the ∼300 objects
with these characteristics in our 30 Dor sample, we find =a
- o0.55 0.03 and = ob 1.25 0.19. De Marchi et al. (2013a)
already pointed out that approximate values of = -a 0.6 and
b=1 result in fits with small residuals for both NGC 346 and
NGC 602, and this is confirmed also for 30 Dor.

7. Mass Accretion Rate and Environment

Comparing the mass accretion properties of the stars in
30 Dor with those in NGC 346, NGC 602, and other star-
forming regions in the MCs and in our Galaxy can provide
quantitative information on the effects of the environment on
the final stages of star formation. To account for differences in
the environment, it is convenient to rewrite the power-law
dependence on mass and age in logarithmic form, namely,

= ´ + ´ +
:

˙ ( )M a
t

b
m

M
clog log

Myr
log . 3acc

If the mass accretion rate were only a function of t and m, the
term c would be a constant, representing in practice an
“effective mass accretion rate,” namely, the mass accretion rate
of a 1 :M PMS star with an age of 1Myr. In practice, however,
the best-fitting value of the c term in each region will reflect
environmental effects, which are not considered explicitly in
Equation (3), such as the metallicity, the mean gas density, or
the strength of the local magnetic field. The effects of
metallicity are particularly interesting, since in general a lower
metallicity implies a lower opacity, temperature, and viscosity
for the disk, and thus a longer viscous time (e.g., Durisen et al.
2007).
Besides 30 Dor, NGC 346, and NGC 602, we consider PMS

stars in the SN 1987A field (De Marchi et al. 2010), in Tr 14
(Beccari et al. 2015), and from an ongoing study in NGC 3603
(G. De Marchi, N. Panagia, & G. Beccari 2017, in
preparation; see also Beccari et al. 2010). PMS objects in
these regions have been identified and characterized in a
homogeneous way from their aH excess emission, so they
represent a particularly uniform sample. Following the same
approach, Spezzi et al. (2012) studied three more regions in
the LMC located between 30 Dor and the SN 1987A field.
However, we do not include them in the present study since
the extinction law adopted in that work is now superseded (De
Marchi & Panagia 2014; Maíz Apellániz et al. 2014; De
Marchi et al. 2016), likely resulting in artificially inflated
values of the mass accretion rate.
Details of the six regions considered here are listed in

Table 1. Besides the names of the regions (column (1)), we
indicate the works from which the PMS catalogs are taken
(column (2)), the number of stars in each sample (column (3)),
the metallicity (column (4)), and the values of the best-fitting
parameters resulting from Equations (3) and (4) (columns
(5)–(11)).
Concerning the metallicity, we consider a wide range of

values for NGC 602. This cluster and associated N90 nebula
are in the SMC Wing, for which Lee et al. (2005) derived a
chemical composition similar to that of other SMC stars, based
on the analysis of four B-type supergiants. Therefore, in the
literature (see, e.g., Carlson et al. 2007; Nigra et al. 2008;
Cignoni et al. 2009; Gouliermis et al. 2012; De Marchi et al.
2013a; Oskinova et al. 2013) it is customary to adopt for

Figure 10. Same as Figure 9, but for stars in different mass groups, as indicated
in each panel. The slope α and intercept Q (at 1 Myr) of the best fits (thick
dashed lines) are given in each panel. The values of α are considerably
shallower than the slope predicted by the models of Hartmann et al. (1998;
solid line). The thin dashed lines represent the lines of best fit shifted vertically
by 0.7 dex and define good envelopes to the observed distributions.
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NGC 602 the same metallicity as for the SMC, namely,
Z=0.004. However, there is no proper direct measurement of
the metallicity of NGC 602 itself. From optical spectroscopy of
Sk 183, the brightest ionizing star in NGC 602, Evans et al.
(2012) derived an N abundance close to the solar value,
namely, + = o([ ]) ( )12 log N H 7.73 20% compared to 7.83
for the Sun (Asplund et al. 2009), and as such significantly
richer than the typical values found in H II regions in the SMC
(∼6.55; Russell & Dopita 1990). Thus, adopting =:Z 0.019
(see, e.g., Asplund et al. 2009; Caffau et al. 2010, 2011;
Lodders 2010), the Sk 183 metallicity value is ∼0.015.
Although the N enrichment in Sk 183 could in part result from
CNO-processed gas dredged up to the stellar surface, as
suggested for Sher 25 or the progenitor to SN 1987A (e.g.,
Smartt et al. 2002), it is quite possible that the metallicity of the
NGC 602 region is considerably higher than the SMC average.
Thus, we will consider for NGC 602 a range of values between
Z=0.004 and 0.015.

We restrict our investigation to active PMS stars (i.e., those
currently undergoing mass accretion) with masses in the range
0.5–1.5 :M and younger than ∼16Myr. The combined sample
includes 1307 objects (see Table 1).

The parameter values providing the best simultaneous fit as
per Equation (3) are = - oa 0.59 0.02 and = ob 0.78 0.08
(columns (5) and (6) in Table 1), with a reduced c = 1.332 .
Using these parameter values, we derive for each region the
value of c listed in Table 1 (column (7)). As mentioned above,
c can be used to explore the effects of the environment on the
mass accretion rate. Available data were already indicating that
the physical conditions of the environment have an effect on
the extent and duration of the star formation process, since the
mass accretion rate for stars of the same mass and age appears
to be systematically higher in the MCs than in the Galaxy
(De Marchi et al. 2011a, 2013a). It is thus very interesting to
investigate whether there is an explicit dependence of Ṁacc on
metallicity.

Indeed, the run of c as a function of metallicity shown in
Figure 11 reveals a correlation between these quantities (the
metallicity is shown in solar units, having adopted

=:Z 0.019). To better quantify the level of correlation, we
compute its Pearson’s correlation coefficient. This parameter

does not allow us to account for uncertainties on the data
points. Since an accurate metallicity for NGC 602 is not yet
known and a very wide range of values is possible, we will
ignore this region when calculating the coefficient. In this case,
the correlation is significant to better than the 10% level
(p=0.082). If the metallicity of NGC 602 were close to
Z=0.015, as the only available spectroscopic abundance
measurements suggest (Evans et al. 2012), the correlation
would be statistically significant at the 5% level (p=0.047).
The formal best linear fit, obtained ignoring NGC 602, is
= - o - o ´ :( ) ( )c Z Z3.69 0.02 0.30 0.04 log

(dashed line).
In light of the metallicity trend revealed by Figure 11, we can

rewrite Equation (3) in a format that explicitly includes the
metallicity dependence, namely,

= ¢ ´ + ¢ ´

+ ¢ ´ + ¢

:

:

˙

( )

M a
t

b
m

M

c
Z

Z
d

log log
Myr

log

log . 4

acc

We have fitted this relationship to all 1307 selected stars in the
regions listed in Table 1. As for the values of the parameters
that simultaneously best fit all regions, the dependencies on mass
and age remain practically unchanged ( ¢ = - oa 0.61 0.02,
¢ = ob 0.74 0.08), and ¢ = - oc 0.29 0.02, as indicated in
Table 1 (columns (8)–(10)). The values of the parameter ¢d are
also listed in Table 1 (column (11)). The reduced c2 is 1.12,
suggesting that indeed the metallicity could play an important role
in determining the mass accretion rate of a star. The observations
do not reveal the exact mechanism, but one possible explanation
for the role of metallicity on the rate of mass accretion, and hence
on the intensity and duration of the accretion process, is that the
lower radiation pressure exercised by the forming star on low-
metallicity disk material is less efficient at dispersing the disk.
Thus, the accretion process may remain active for a longer time in
lower-metallicity environments.
However, metallicity alone might not be sufficient to explain

all the differences that we see in the mass accretion rates in our
sample, particularly if the true metallicity of NGC 602 is close
to the lower end of the range considered in Table 1
( �Z 0.004). In that case, the difference between the expected
and measured values of c exceeds a s5 deviation and suggests
that there might be additional environmental effects causing a
characteristically lower mass accretion rate in this region.
One possibility is lower gas density. NGC 602 is indeed a

relatively low mass star-forming region located outside the
main body of the SMC, as mentioned above, in the so-called
SMC Wing, a region characterized by a moderate neutral
hydrogen (H I) column density. Nigra et al. (2008) discussed
the environment of NGC 602, pointing out that the large
number of galaxies visible both outside and within the nebula
indicates that the region is generally transparent, i.e., it lacks
large-scale dust and molecular concentrations. On the basis of
photometry, high-resolution echelle spectroscopy, and 21 cm
H I spectrum survey data, they concluded that NGC 602 formed
at the periphery of a low-density H I cloud, under conditions
that are marginal for star formation.
The other regions listed in Table 1 formed in typically denser

environments, as witnessed, for instance, by the higher
intracluster extinction values (for NGC 346, see, e.g., Sabbi
et al. 2007; Hennekemper et al. 2008; De Marchi et al. 2011a;
for NGC 602, see, e.g., Carlson et al. 2007; Schmalzl et al.

Figure 11. Effective mass accretion rate c shown as a function of the
metallicity of the regions in our sample (see Table 1). Error bars correspond
to so2 .
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Abstract

We present a multiwavelength data analysis of IRAS 05463+2652 (hereafter I05463+2652) to study star
formation mechanisms. A shell-like structure around I05463+2652 is evident in the Herschel column density
map, which is not associated with any ionized emission. Based on the Herschel submillimeter images, several
parsec-scale filaments (including two elongated filaments, “s-fl” and “nw-fl” having lengths of ∼6.4 and
∼8.8 pc, respectively) are investigated in the I05463+2652 site. The Herschel temperature map depicts all these
features in a temperature range of ∼11–13 K. 39 clumps are identified and have masses between ~ :– M70 945 .
The majority of clumps (having 2 :M M300clump ) are distributed toward the shell-like structure. 175 young
stellar objects (YSOs) are selected using the photometric 1–5 μm data and a majority of these YSOs are
distributed toward the four areas of high column density (2 ´5 1021 cm−2; AV∼5.3 mag) in the shell-like
structure, where massive clumps and a spatial association with filament(s) are also observed. The knowledge of
observed masses per unit length of elongated filaments and critical mass length reveals that they are supercritical.
The filament “nw-fl” is fragmented into five clumps (having ~ :–M M100 545clump ) and contains noticeable
YSOs, while the other filament “s-fl” is fragmented into two clumps (having ~ :–M M170 215clump ) without
YSOs. Together, these observational results favor the role of filaments in the star formation process in I05480
+2545. This study also reveals the filament “s-fl,” containing two starless clumps, at an early stage of
fragmentation.

Key words: dust, extinction – ISM: clouds – ISM: individual objects (IRAS 05463+2652) – stars: formation –
stars: pre-main sequence – stars: protostars

1. Introduction

The investigation of filaments in star-forming regions has
recently received much attention, with the availability of the
Herschel continuum data (e.g., André et al. 2010, 2016;
Kainulainen et al. 2016, 2017; Li et al. 2016, and references
therein). There are several works of theoretical and observational
research available in the literature concerning the formation and
evolution of filaments (e.g., Ostriker 1964; Inutsuka &
Miyama 1997; André et al. 2010, 2016; Kainulainen et al.
2016, 2017; Li et al. 2016, and references therein). Observa-
tionally, it has been reported that the intersections of filaments
(or filament mergers) are the potential sites of massive stars and
young stellar clusters (Myers 2009; Schneider et al. 2012;
Peretto et al. 2013). Furthermore, the filaments are often found to
harbor the star-forming clumps and cores along their lengths
(e.g., Schneider et al. 2012; Ragan et al. 2014; Contreras
et al. 2016; Li et al. 2016, and references therein). However, one
of the key problems in star formation research is how the
filaments fragment into dense clumps/cores that produce stars.
This question demands careful identification and investigation of
the filaments at an early stage of fragmentation and also includes
a search for starless cores and clumps toward the filaments. To
our knowledge, such a study is still limited in the literature (e.g.,
Kainulainen et al. 2016).

IRAS 05463+2652 (hereafter I05463+2652) is located at a
distance of 2.1 kpc (Kawamura et al. 1998) and is a very poorly
explored star-forming site. Based on the analysis of the 13CO
(1-0) line data, Kawamura et al. (1998) examined several
molecular clouds in Auriga and Gemini including the I05463

+2652 site. They found an extended molecular cloud associated
with I05463+2652 and referred to as “182.0−00.3” cloud (ID
#70; Vlsr∼−10.6 km s−1; line width=1.7 km s−1; radius
(Rc)∼
10 pc; Mass ( ~ :)M M9000cloud ) (see Table 1 and Figure 9(j)
in Kawamura et al. 1998). Herschel far-infrared (FIR) and
submillimeter (sub-mm) images are available toward the I05463
+2652 site. However, these data sets are not yet utilized to infer
the embedded filaments, clumps, and physical conditions (e.g.,
Schneider et al. 2012; Dewangan et al. 2015, 2017b). Hence, the
investigation of filaments and their role in star formation
processes are yet to be carried out in the I05463+2652 site.
Furthermore, the study of dust continuum clumps and clusters of
young stellar objects (YSOs) in I05463+2652 is still unknown.
United Kingdom Infra-Red Telescope (UKIRT) Infrared Deep
Sky Survey (UKIDSS) near-infrared (NIR) Galactic Plane
Survey (GPS; Lawrence et al. 2007) photometric data are also
available toward I05463+2652, and they have better spatial
resolution and are deeper than those of Two Micron All Sky
Survey data (2MASS; Skrutskie et al. 2006). However, the
UKIDSS photometric data sets have yet to be examined in
I05463+2652. Hence, a thorough investigation of embedded
young stellar populations in the I05463+2652 site has yet to be
investigated. In this paper, to understand the ongoing star
formation processes in the I05463+2652 site, we have
performed an extensive multiwavelength study of observations
from NIR to radio wavelengths. These data sets are collected
from numerous surveys (such as, the NRAO VLA Sky Survey
(NVSS; Condon et al. 1998), the Herschel Infrared Galactic
Plane Survey (Hi-GAL; Molinari et al. 2010), the Wide Field

The Astrophysical Journal, 848:51 (10pp), 2017 October 10 https://doi.org/10.3847/1538-4357/aa8a79
© 2017. The American Astronomical Society. All rights reserved.

1

13CO	1-0	観測（Kawamura+	1998）	
•  182.0-00.3,	Vlsr	=	-10.6	km/s,	distance	=	2.1	kpc	
•  dV	=	1.7	km/s,	Rc	~	10	pc,	Mcloud	~	9000	Msun	

データ：	
Herschel	
UKIRT	UKIDSS	GP	survey	
NRAO	VLA	Sky	Survey	
WISE,	Glimpse360	



sources (e.g., Gutermuth et al. 2009). Using the 2MASS and
GLIMPSE360 photometric data at 1–5 μm, we have examined
the dereddened color–color space ([K−[3.6]]0 and
[[3.6]−[4.5]]0). The dereddened colors were estimated using
the color excess ratios given in Flaherty et al. (2007).
Following the dereddened color conditions listed in Gutermuth
et al. (2009), we find 134 (18 Class I and 116 Class II) YSOs in
our selected field. One can also remove possible dim
extragalactic contaminants from the identified YSOs with the

help of previously known conditions (i.e., [3.6]0 < 15 mag for
Class I and [3.6]0 < 14.5 mag for Class II; e.g., Gutermuth
et al. 2009). The dereddened 3.6 μm magnitudes were
computed using the observed color and the reddening laws
(from Flaherty et al. 2007). Figure 5(a) shows the color–color
diagram ([K−[3.6]]0 versus [[3.6]−[4.5]]0). The red circles and
blue triangles refer to ClassI and ClassII YSOs, respectively.
Furthermore, using the 2MASS and UKIDSS-GPS data, we

have also made a color–magnitude diagram (H−K/K) to obtain

Figure 4. (a) Herschel column density ( ( )N H2 ) map of I05463+2652. Several filaments are highlighted by curves, which are similar to those shown in Figure 1(b).
Black circles show at least four areas of high column density (5×1021 cm−2 (AV∼5.3 mag)). The boxes also encompass two other elongated filamentary
structures (“nw-fl” and “s-fl”; also see Figure 3(b)). (b) A two color-composite map (Herschel 250 μm (red) and Herschel column density map (green) images) of
I05463+2652. Here, the column density map is processed through an “Edge-DoG” algorithm. (c) It is the same as that shown in Figure 4(b). A shell-like structure and
a cavity are labeled and are also highlighted by ellipses (also see Figure 2(b)). Other marked curves and boxes are similar to those shown in Figure 4(a). (d) The
distribution of identified Herschel clumps in our probed field around I05463+2652. The identified clumps are highlighted by asterisks and the boundary of each clump
is also shown in the figure along with its corresponding clump ID (see Table 1). A shell-like structure and a cavity are also labeled. In all the panels, the position of
I05463+2652 is highlighted by a star. In each panel, the scale bar corresponding to 10 pc (at a distance of 2.1 kpc) is shown in the bottom left corner.
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1σ=0.4 YSOs pc−2), from the outer to the inner regions. The
low values of the observed surface density do not support the
presence of intense star formation activities in the I05463
+2652 site. However, the clusters/groups of YSOs are found

toward the four areas of high column density in the shell-like
structure (see black circles in Figure 6(b)), where the massive
clumps are also found (also see Figure 6(a)). Furthermore, the
clusters of YSOs are also seen toward the elongated filament
“nw-fl.” However, the elongated filament “s-fl” is not
associated with any YSOs and their clustering.
Together, the star formation activities have been observed

toward the clumps linked with the shell-like structure and the
elongated filament “nw-fl.”

4. Discussion

Several authors have reported that the infrared clusters are
found at the junction of filaments or filament mergers in the
star-forming complexes, such as Taurus, Ophiuchus, Rosette,
SDC335.579-0.292, W42, Sh 2-138, and IRAS 05480+2545
etc. (e.g., Myers 2009; Schneider et al. 2012; Peretto
et al. 2013; Baug et al. 2015; Dewangan et al. 2015, 2017a).
This particular result favors the role of filaments in the
formation of star-forming clumps and clusters of YSOs. In the
I05463+2652 site, using the Herschel sub-mm images, the
embedded shell-like morphology and filamentary features
(including “nw-fl” and “s-fl”) are revealed. By estimating the
virial mass of the cloud with the help of the previously
published NANTEN 13CO (beam size ∼2 7) derived results,
we find that the molecular cloud associated with I05463+2652
is unstable against gravitational collapse (see Section 3.1). The
embedded shell-like structure contains several massive clumps
and many of these massive clumps are linked with the areas of
high column density in the shell-like structure (see Section 3.2),
where star formation activities are also evident (see
Section 3.3). Furthermore, a spatial association of filament(s)
with the areas of high column density has also been found (see
Section 3.2). Note that we have used deep UKIDSS GPS NIR
data to trace the embedded YSOs; however, the I05463+2652
site does not contain any rich clusters (having peak value of
surface density >100 YSOs pc−2). At least four groups/
clusters of YSOs are seen toward the shell-like structure,
indicating that the formation and early evolution of the young
stellar cluster is occurring in this site. Therefore, to infer initial
conditions of cluster formation, it will be promising to explore
this site using high-resolution molecular line data. Such
observations can be helpful to probe the kinematics and
velocity field of the molecular gas within the molecular cloud
linked with the I05463+2652 site.
In recent years, there has been an increasing interest in

identifying embedded filaments at an early stage of fragmenta-
tion, where star formation activities have not yet started.
Kainulainen et al. (2016) studied the Musca molecular cloud
using the NIR, 870 μm dust continuum and molecular line data,
and suggested that the Musca cloud is a very promising
candidate for a filament at an early stage of fragmentation and
shows very few signs of ongoing star formation. However, the
identification of such filaments is still limited in the literature
(e.g., Kainulainen et al. 2016). In the I05463+2652 site, we
have selected two elongated filamentary features (“s-fl” and
“nw-fl”). The Herschel temperature map reveals these filaments
with a temperature of ∼11K. It has been suggested that the
thermally supercritical filaments (i.e., >M Mline line,crit) can be
unstable to radial collapse and fragmentation (André et al.
2010). However, thermally subcritical filaments (i.e.,

<M Mline line,crit) may lack prestellar clumps/cores and
embedded protostars (André et al. 2010). In the I05463

Figure 6. (a) Herschel column density map is overlaid with the identified YSOs in
our selected field around I05463+2652. The marked symbols are similar to those
shown in Figure 5(c). Several filaments are highlighted by curves, which are
similar to those shown in Figures 1(b) and 4(a). Black circles indicate the areas of
high column density (5×1021 cm−2 (AV∼5.3 mag)). The background map is
similar to the one shown in Figure 3(b). (b) A two color-composite map
(Herschel 250 μm (red) and Herschel column density map (green) images) is
superimposed with the surface density contours (in black) of YSOs. The
background map is similar to the one shown in Figure 4(b). The maps show the
presence of the clusters of YSOs toward the areas of high column density in the
shell-like structure and the filament “nw-fl.” The contours are shown at [3, 6,
9]×σ (where, 1σ=0.4 YSOs pc−2), from the outer to the inner side. In both
panels, the boxes encompass two elongated filamentary structures (“nw-fl” and “s-
fl”; also see Figure 3(b)). In each panel, the position of I05463+2652 is
highlighted by a star and the scale bar corresponding to 10 pc (at a distance of
2.1 kpc) is shown in the bottom left corner.
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ABSTRACT

Context. The young star cluster near �Orionis is one of the primary environments to study the properties of young brown dwarfs
down to masses comparable to those of giant planets.
Aims. Deep optical imaging is used to study time-domain properties of young brown dwarfs over typical rotational timescales and to
search for new substellar and planetary-mass cluster members.
Methods. We used the Visible Multi Object Spectrograph (VIMOS) at the Very Large Telescope (VLT) to monitor a 240⇥ 160field in
the I-band. We stared at the same area over a total integration time of 21 hours, spanning three observing nights. Using the individual
images from this run we investigated the photometric time series of nine substellar cluster members with masses from 10 to 60 MJup.
The deep stacked image shows cluster members down to ⇡5 MJup. We searched for new planetary-mass objects by combining our
deep I-band photometry with public J-band magnitudes and by examining the nearby environment of known very low mass members
for possible companions.
Results. We find two brown dwarfs, with significantly variable, aperiodic light curves, both with masses around 50 MJup, one of which
was previously unknown to be variable. The physical mechanism responsible for the observed variability is likely to be di↵erent for
the two objects. The variability of the first object, a single-lined spectroscopic binary, is most likely linked to its accretion disc; the
second may be caused by variable extinction by large grains. We find five new candidate members from the colour-magnitude diagram
and three from a search for companions within 2000 au. We rule all eight sources out as potential members based on non-stellar shape
and/or infrared colours. The I-band photometry is made available as a public dataset.
Conclusions. We present two variable brown dwarfs. One is consistent with ongoing accretion, the other exhibits apparent transient
variability without the presence of an accretion disc. Our analysis confirms the existing census of substellar cluster members down to
⇡7 MJup. The zero result from our companion search agrees with the low occurrence rate of wide companions to brown dwarfs found
in other works.

1. Introduction

The discovery of brown dwarfs in 1995 (Nakajima et al. 1995;
Rebolo et al. 1995), in conjunction with the discovery of the first
exoplanet around a solar-type star in the same year (Mayor &
Queloz 1995), has triggered a significant revision in our ideas
of star and planet formation. In particular, instead of a bimodal
view where stars form from cores and planets in discs, our cur-
rent picture is more complex, with brown dwarfs forming either
‘like stars’ from the collapse of a core, helped by either turbu-
lent fragmentation or dynamical encounters with more massive
stars, or ‘like planets’, that is, by disc fragmentation followed by
ejection (see review by Whitworth et al. 2007). Hybrid scenarios
where brown dwarfs form from gaseous clumps ejected from the
disc may play a role as well (Basu & Vorobyov 2012).

Observational constraints for these theoretical developments
have come from detailed and deep studies of nearby star forming

? Based on observations made with ESO Telescopes at the Paranal
Observatory under programme ID 078.C-0042.
?? Appendix A is available in electronic form at http://www.aanda.
org. The full Table B.1 is available at the CDS via anonymous ftp
to http://cdsarc.u-strasbg.fr(ftp://123.45.678.9) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/XXX/XXX.

regions (see review by Luhman 2012). For each star, about 0.2-
0.5 brown dwarfs are formed, in all regions studied so far, with
only a minor, if any, dependence on environmental conditions
(Scholz et al. 2013; Muzic et al. 2017). Brown dwarfs can host
massive discs (Testi et al. 2016) and show signs of accretion,
just like young stars. The widely-accepted view we have today
is that most of the more massive brown dwarfs are an extension
of the stellar mass function and form in a way similar to low-
mass stars.

The situation becomes much less clear for object masses
approaching the planetary regime. The opacity limit for frag-
mentation at 5-10 MJup is a principal barrier for star-like for-
mation. Also, objects with Jupiter-like masses continue to grow
through accretion, both in clouds (Krumholz et al. 2016) and
in wide orbits in discs (Kratter et al. 2010), which explains the
paucity of free-floating objects with masses around or below
the deuterium burning limit (Scholz et al. 2012; Mužić et al.
2015). Distinguishing between the various proposed scenarios
is an important task for observers. The detailed characterisation
of very young planetary-mass objects is challenging and still in
progress.

In this paper, we present deep optical imaging in the �
Orionis cluster, obtained in a three night monitoring campaign
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with the visible multi-object spectrograph (VIMOS) at the very
large telescope (VLT). We use the sequence of deep images to
look for variability in young brown dwarfs, following the pre-
vious work by, for example, Caballero et al. (2004), Scholz
& Eislö↵el (2004), Scholz et al. (2009a), Cody & Hillenbrand
(2010), and Cody & Hillenbrand (2011). In contrast to these
studies, our main focus is objects with estimated masses below
or around the deuterium burning limit. By stacking our time se-
ries images we produced new, extremely deep optical images.
We also used these deep images to search for new candidate
members using available near-infrared photometry and by con-
ducting a search for wide companions.

2. Target region: The � Orionis cluster

The young star cluster around the naked-eye star � Orionis har-
bours a rich population of young stars ranging from massive
late O stars to very low-mass M dwarfs (e.g. Garrison 1967;
Wolk 1996; Walter et al. 1997; Sherry et al. 2004; Caballero
2008). The compact size, negligble extinction and modest dis-
tance (⇠ 400 pc) make the � Orionis cluster an ideal ground
to explore the initial mass function as well as the early evo-
lution of young stellar and substellar objects. Deep surveys of
the cluster revealed a rich population of brown dwarfs (Béjar
et al. 1999, 2001) and free-floating objects with masses compa-
rable to giant planets (Barrado y Navascués et al. 2001; Bihain
et al. 2009; Zapatero Osorio et al. 2000). The deepest large-area
survey work in this cluster to date has been carried out based
on multi-band photometry from the Visible and Infrared Survey
Telescope for Astronomy (VISTA), the UKIRT Infrared Deep
Sky Survey (UKIDSS) and other surveys (Peña Ramı́rez et al.
2012; Béjar et al. 2011; Lodieu et al. 2009). Throughout this
work we refer to, and cross match with, the young members and
photometric candidates published in Peña Ramı́rez et al. (2012).
Their Tables 3, 5, and 7 give full details for all sources.

Previous distance estimates for the � Orionis cluster range
from 300 to 450 pc, which adds major uncertainties when in-
ferring stellar parameters. The Hipparcos distance value is
352+166

�168 pc (⇡ = 2.84±0.91 mas, Perryman et al. 1997). We used
the parallaxes published in the Tycho-Gaia Astrometric Solution
(TGAS) catalogue of the Gaia DR1 (Gaia Collaboration et al.
2016a,b) to establish a new distance estimate for the � Orionis
cluster. TGAS lists 24 stars within a 30 0search radius of �
Orionis; 15 of them have distances of 200-500 pc based on
TGAS, which makes them plausible cluster members. Eleven
of those 15 appear in the Mayrit cluster member catalogue
(Caballero 2008). Their average parallax is 2.94 ± 0.40 mas, but
excluding the faintest one (which has twice the average error)
brings this to 2.84 ± 0.36 mas, corresponding to 352±51

40 pc. This
is consistent with Hipparcos and encompasses most of the pre-
vious estimates. It is also in line with recently published estima-
tions using interferometric observations (Schaefer et al. 2016)
and TGAS data (Caballero 2017).

While the age of the � Orionis cluster is still somewhat un-
certain, most authors agree that its population is significantly
older than the Orion Nebula Cluster and somewhat younger than
the nearest OB association Upper Scorpius, that is, between 1
and 10 Myr. Hernández et al. (2007), Sherry et al. (2008), and
Zapatero Osorio et al. (2002) all arrive at age estimates of 2-
4 Myr, which are comparable to the ages adopted by the majority
of the surveys mentioned above. However, the updated age scale
published by Bell et al. (2013) puts the cluster at 6 Myr. In this
work we use a distance of 352 pc and an age of 5 Myr when us-

Fig. 1. The observed pointings of our VIMOS/VLT observations
overlaid on the 2MASS J-band image. The navy blue and red
rectangles are the four quadrants for Fields A and B, respec-
tively. The blue and green sources are young and photometric
candidate sources, respectively, presented in Peña Ramı́rez et al.
(2012).

ing the evolutionary models of Bara↵e et al. (2003) and Bara↵e
et al. (2015).

3. Observations and data reduction

The data presented in this work were obtained on 24, 25,
and 26 December 2006 using the VIMOS instrument at the
VLT, Paranal. The VIMOS instrument has four Charge-Coupled
Devices (CCDs) each containing 2048 ⇥ 2440 pixels. The pixel
scale is 000.205, providing a field of view of 70 ⇥ 8.30 in each
quadrant.

The observations spanned approximately seven hours each
night, and alternated between the two pointings, presented in
this work as Fields A and B. Figure 1 shows the observed point-
ings overlaid on the Two Micron All Sky Survey (2MASS) J-
band image. Each individual exposure was 300 s long and taken
in the I-band. The final dataset was comprised of 112 science
images for each of the pointings and additionally 15 dark sky
exposures from the three nights. The reduction of the data was
done for each of the separate quadrants to account for any CCD-
dependent behaviours.

The observing conditions were variable throughout the three
nights of observations. The median seeing and standard devi-
ation of the science frames from each night was 0.84±0.20,
0.89±0.66, and 100.23±0.66. This large variation in seeing lim-
ited our ability to remove the small-scale fringe structure result-
ing from night sky emission. We adopted the same approach that
is used in Alcala et al. (2002), López Martı́ et al. (2004), and
Scholz & Eislö↵el (2005) for the data reduction.

In Table 1 we list all of the young members and photometric
candidates from Peña Ramı́rez et al. (2012) that are covered in
the analysis presented in this work.
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Table 1. Basic properties of young members and photometric candidates in � Orionis from Peña Ramı́rez et al. (2012) that are
studied in this work.

Resolvable Simbad ID RA DEC Feat. a IR Excess J b M Var? c Comments
hh:mm:ss.s dd:mm:ss (mag) (MJup)

Variability and deep image analysis
Mayrit 258337 05:38:38.1 -02:32:03 RV, g, d Y(4.5, 8.0, 12.0) 15.07 56 Y SB1, Known var.
Mayrit 396273 05:38:18.3 -02:35:39 RV, g N 15.29 47 Y
Mayrit 379292 05:38:21.4 -02:33:36 RV, Li,

g, d
Y(12.0) 15.31 47 . . .

[MJO2008] J053852.6-023215 05:38:52.6 -02:32:15 RV, g N 16.18 29 . . .
[BNM2013] 90.02 782 05:39:12.9 -02:24:54 H↵ N 16.68 24 . . .
[BNM2013] 90.02 1834 05:39:00.3 -02:37:06 H↵, d Y(4.5, 8.0) 17.19 19 . . .
[BZR99] S Ori 51 05:39:03.2 -02:30:20 g N 17.16 19 . . .
[BZR99] S Ori 50 05:39:10.8 -02:37:15 . . . N 17.47 17 . . . Photometric cand.
[BZR99] S Ori 58 05:39:03.6 -02:25:36 H↵, d Y(4.5, 8.0) 18.42 11 . . .

Deep image analysis only
[BZR99] S Ori 60 05:39:37.5 -02:30:42 H↵, d Y(8.0) 19.02 8 . . .
[BZR99] S Ori 62 05:39:42.1 -02:30:32 H↵ N 19.14 8 . . .
[BZR99] S Ori 65 05:38:26.1 -02:23:05 d Y(4.5, 8.0) 20.30 5 . . .

Notes.

(a) RV: Radial velocity consistent with systemic cluster velocity, g: low-gravity atmosphere, Li: Lithium absorption, H↵: Strong, broad H↵
emission, d: Presence of a disc.(b) J-band magnitude from Peña Ramı́rez et al. (2012). (c) Indicates if variability was identified from the analysis
in this work.

4. Photometry

4.1. Time series of relative photometry

To extract the sources’ photometry and astrometry from our im-
ages, we used the astropy-a�liated photutils package (Bradley
et al. 2016) in Python. Many of the extraction algorithms used
within this package are the same as those used by SExtractor
(Bertin & Arnouts 1996).

The first step was to build an input catalogue of sources
for each quadrant of each pointing. We selected the image with
the best seeing and extracted sources using a 5� criterion. We
then used this list of positions to extract the astrometry and pho-
tometry of sources in the time series of images. To account for
any potential pixel drift between individual observations, we re-
centred our apertures before extracting the photometry in each
individual exposure. The typical pixel drifts were < 2 pixel for
all our observations. In order to account for variation in the
background signal, we performed a local background subtrac-
tion for each extracted source. We calculated the average flux
within an eight-pixel-width annulus around each source. The in-
ner edge of this annulus was set by two times the Full-Width Half
Maximum (FWHM) of each individual observation. We multi-
plied this average flux value by the area of the source’s aperture
and subtracted the resultant value. As our input catalogue was
constructed from the image with the best seeing, the value of
flux for very faint sources in exposures with much worse seeing
could be 0 or below, due to local background subtraction. In such
cases the photometry for these apertures was not included in our
final analysis.

We removed any images that had a seeing (FWHM) at the
time of observation >100.5 (23 exposures). This was to avoid
neighbouring sources contaminating the background flux calcu-
lated in the annulus around each source. The analysis presented
in this section was first performed using all exposures. However,
the precision in magnitude was severely limited and, therefore,
the images with the worst seeing were rejected, leaving 79% of
the original dataset.

Primarily, we were interested in di↵erential photometry in
our analysis, therefore absolute calibration of magnitudes was
not necessary. Our approach was to use a sample of reference
stars in each quadrant of each pointing, initially selected by their
low standard deviation, to account for any variations in magni-
tude caused by the changing observing conditions. The process
was as follows.

We first selected bright, unsaturated sources with a low stan-
dard deviation compared to the other sources in the same point-
ing. We plotted the light curves of all of these sources and re-
moved any that were obviously inconsistent with the others, that
is sources with significant changes in brightness not seen in other
sources. We then calculated a median light curve from the re-
maining sources, subtracted this median from each of the indi-
vidual light curves, excluded 3� outliers, and calculated the sum
of the residuals for each. If the residuals of the light curve were
<0.03 mag, the light curve remained in the reference stars list;
if not, it was omitted and the procedure was run again using
the new list as an input. The criterion of 0.03 mag was a com-
promise between having enough reference stars (typically ten or
more) and achieving a high precision. The mean precision of our
master reference light curves for all pointings is between 11 and
19 mmag, comparable, albeit worse, than the 7 mmag achieved
in Scholz & Eislö↵el (2005). These master light curves were fi-
nally subtracted from the light curves of all individual sources in
the pointing. Figure 2 shows our results for Field A, quadrant 1.

4.2. Stacking individual images

The second aspect of the analysis presented in this work is the
stacking of individual exposures to create a deep image of the
� Orionis region in I band. In order to account for the small
variations (typically <2 pixel) of source positions between ob-
servations from the three nights, we applied small shifts rela-
tive to the first observation frame. The shifts were calculated
by extracting the positions of all the sources in each image and
subtracting these from the counterparts in the first observation
frame. A median of all the resultant residuals was taken and this
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Fig. 3. Left panels: VIMOS light curves for the four variable
sources identified in this work (Table 2). The red markers are the
light curves of each source, the grey markers are the light curve
of a calibration source of similar magnitude, shown for com-
parison. Right panels: Generalised Lomb Scargle periodograms
for each variable source. The dot-dashed, dashed, and solid grey
lines are 1�, 2�, and 3� intervals from 1000 bootstrap sam-
ples.

for the two young objects. The data were taken at two di↵erent
epochs covering the approximate date ranges 9-11 March 2010
and 16-18 September 2010. In the first of the right panels we
show the results of the Pearson correlation coe�cient (correlat-
ing W1 and W2) for each object. Data points without measure-
ment uncertainties or with low signal to noise (<5) have been
removed. To take the measurement uncertainties into account,
we created 1000 synthetic arrays from random realisations of a
Gaussian distribution centred on each value and using its respec-
tive measurement uncertainty as the width of the distribution.
The histograms show the results from these 1000 samples for
both the r and p value for each object. The r value is a measure
of the correlation between the two magnitude arrays, and the p
value a statistic of how likely it is that uncorrelated data could
produce such an r value. The most right hand panels of Figure 4
show the GLS periodograms for both sets of W1 and W2 data.

5.2.1. Mayrit 258337

The object Mayrit 258337 was first classified as variable by
Lodieu et al. (2009) based on two epochs of photometry.
Hernández et al. (2007) reported mid-infrared excess and thus
clear evidence for the presence of a disc (no. 633 in their cata-
logue). This object is also a known single-lined spectroscopic bi-
nary (Maxted et al. 2008). With a system mass of about 56 MJup,

estimated from unresolved photometry, the masses of the in-
dividual components are lower than that. The primary is most
likely ⇠40 MJup and the secondary ⇠25 MJup, assuming a 0.7 mag
di↵erence.

The light curve peak-to-peak amplitude is ⇡0.5 mag for
Mayrit 258337 (see Figure 3). From the GLS periodogram anal-
ysis of these I-band observations, we found a series of signif-
icant peaks. The peak with the highest power is at 0.77 day.
We tried to use this period to fit the data. However, there was
clearly still a lot of higher-order features in the variability sig-
nature. Therefore, at this time, it is unclear whether this peak at
⇠0.77 day is related to the rotation of one of the objects in the
system.

In the first of the right hand panels of Figure 4, we can see
that there is significant correlation between the W1 and W2 mag-
nitudes for this object. This is shown by the consistently low
(.0.05) p values in the synthetic samples and average r value of
⇡0.5. A GLS periodogram of the two series of WISE magnitudes
(second right hand panel of Figure 4) shows that we found one
marginally significant period (⇡2.5�, ⇡1% false alarm probabil-
ity) at 0.63 day in the W2 magnitude for the second Modified
Julian Date (MJD) range. Additionally, a similar period is found
(at a much higher false alarm probability of ⇡30%) in the W1
in the same MJD range. Given the short span of these observa-
tions, it is hard to conclude definitely on this recovered periodic
signal. However, it may be that the 0.77 day signal from our ob-
servations and the 0.63 day signal from AllWISE data are re-
lated to the rotation of the object. Given the width of the peaks
(±0.2 day) in the periodograms, the values are consistent.

5.2.2. Mayrit 396273

Mayrit 396273, first reported in Béjar et al. (2004), has no mid-
infrared excess out to 8 µm (no. 446 in the list by Hernández
et al. 2014). The AllWISE (Wright et al. 2010; Mainzer et al.
2011) database contains fluxes at 12 and 22 µm for this source,
with a signal-to-noise ratio of 14 and 4, respectively, but the de-
tections do not look convincing in the images and are likely con-
taminated by the source’s neighbours. This could mean that the
object is either disc-less or has a depleted disc or a disc with an
inner hole. The object does have an X-ray detection, reported
by Franciosini et al. (2006) and Caballero et al. (2010), indicat-
ing strong magnetic activity. A light curve for this object was
obtained by Cody & Hillenbrand (2010), but no variability was
found, although their precision was comparable or better than
ours. Thus, the variability appears to be transient.

The light curve peak-to-peak amplitude is ⇡0.25 mag for
Mayrit 396273 in our I-band observations. It exhibits a shallow
dip at the beginning of the second night, maybe related to an
eclipse. The GLS periodogram of these data has a number of sig-
nificant peaks; the peak with the highest power is at ⇡0.61 day.
However, as in the case of Mayrit 258337, using this peak in a
sinusoidal fit did not describe the data well and therefore should
be treated with caution.

In Figure 4 we see that the average r value is lower (⇡0.2)
and poorly constrained, as shown by the wide and uniform-like
distribution in the p value. In other words, uncorrelated W1 and
W2 data could produce such an r value in a significant num-
ber of simulated samples. Additionally, no significant periodic-
ity was found for Mayrit 396273 (see the furthest right panel of
Figure 4).
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Fig. 2. Standard deviation of the light curves in Field A, quadrant
1 for � Orionis versus median uncalibrated I-band magnitude.

was subtracted from each respective image. The final deep im-
age for each pointing was a median taken from the realigned
individual exposures which had a seeing value 1.500. The stan-
dard deviation in the background signal for the resultant set of
deep images was approximately 0.5% of the average background
compared to ⇡2% for individual images. This results in the abil-
ity to detect sources ⇡1.5 mag fainter in our deep image. This
is highlighted by the three very low-mass sources (lowest-mass
source ⇡5 MJup) in Table 1 that we recover. We applied an o↵-
set of 31 mag, an arbitrary choice, to produce small I - J values,
which gives us a 5� limit of 22.5 mag for our deep image. Our
uncalibrated I-band photometry for all sources (2139) success-
fully cross-matched with UKIDSS/DR9 GCS catalogue (Warren
et al. 2007) is available publicly via the VizieR service.

5. Variability of sources

5.1. Detection of variability in our observations

We searched for variability among extracted sources using the
standard deviation of the lightcurves, shown in Figure 2. In short,
we identified sources with standard deviation significantly larger
than the noise in similarly bright sources. First we calculated the
median value (m) and standard deviation (�e(m)) of the values
as a function of magnitude.

We did this in 0.5 magnitude bins, ensuring there was a suf-
ficient number of data points (typically >10–20) in each bin
to calculate the relevant statistics. We then calculated an upper
envelope (e) for each magnitude bin consisting of the median
value plus three times the standard deviation in each bin. We
performed cubic interpolation to create a finer grid of m, �e(m)
values. An example of this upper envelope is shown as the grey
line in Figure 2. With this measurement we were able to quanti-
tatively assess whether an individual source’s standard deviation
(�m) was significant with respect to other sources of approxi-
mately the same magnitude. Equation 1 shows our derived vari-
ability quantity (⇤). We define a source as variable if ⇤ > 1:

⇤ =
m + 3�e(m)
�m.

(1)

Table 2. Photometric properties of all variable sources identi-
fied in this work as well as all non-variable properties from ei-
ther young or photometric candidate members of �Orionis from
Peña Ramı́rez et al. (2012).

ID Arb. I �m
a m + 3�e

a ⇤a

(mag) (mag) (mag)
All variable sources

Mayrit 258337 -0.95 0.143 0.051 2.804
Mayrit 396273 -0.33 0.063 0.049 1.291
UKIDSS 442414579467b 0.09 0.170 0.130 1.308
UKIDSS 442414579362c -0.11 0.033 0.028 1.193

Non-variable from Y and C catalogues
Mayrit 379292 -0.76 0.017 0.059 0.280
[MJO2008] J053852.6-023215 0.36 0.024 0.138 0.177
[BNM2013] 90.02 782 1.20 0.025 0.095 0.266
[BNM2013] 90.02 1834 1.55 0.174 0.221 0.787
[BZR99] S Ori 51 1.94 0.053 0.197 0.272
[BZR99] S Ori 50 2.13 0.085 0.268 0.316
[BZR99] S Ori 58 3.62 0.119 0.508 0.129

Notes.

(a) Properties described in Equation 1. (b) Background field star:
05:39:04.2, -02:31:11 (c) Background field star: 05:39:07.8, -02:30:55.

The calculated values are shown in Table 2. In the case that
a single source had time series photometry from two separate
pointings, we visually checked the two time series to identify
any potential discrepancies. We proceeded with one of the two
in further analysis given there were no significant di↵erences.
From the analysis of all pointings, four sources were initially
classed as variable, two of which have been previously classified
as young members of � Orionis, both shown in Figure 2.

5.2. Bona-fide young sources

In this section we discuss our I-band observations, AllWISE
mid-infrared data, and any noteworthy properties from previ-
ous studies to summarise the variable properties of the two
young, variable objects more fully. Young stellar objects often
show photometric variability due to a variety of e↵ects, ranging
from stellar activity (spots, flares), accretion, variable extinction
along the line of sight, and obscurations by dust features in the
disc. The variability can range from strictly periodic to irregu-
lar (Cody et al. 2014). The dominant timescale in the variations
is usually the rotation period. For brown dwarfs at the age of �
Orionis, typical periods are in the range of 1-3 d (Scholz et al.
2015), comparable to the duration of our observations.

One of the two variable objects with evidence of youth (see
first two rows in Table 2) is a newly discovered variable brown
dwarf. The inter-night variations in our data are significantly
larger than the variability within one night, indicating that typi-
cal timescales of the observed variations are indeed in the range
of days, comparable to rotational cycles. The relative magnitudes
in both objects do not show any trend with airmass, thus, the
variability is most likely intrinsic to the objects and not related to
atmospheric extinction. The light curves and Generalised Lomb-
Scargle periodograms (GLS; Zechmeister & Kürster 2009) of
the two young variable sources and the two older sources are
shown in the left and right hand panels of Figure 3, respectively.

The left panels of Figure 4 show the AllWISE (W1: 3.4 µm,
W2: 4.6 µm) data taken from the Multiepoch Photometry Table1

1
http://irsa.ipac.caltech.edu/cgi-bin/Gator/

nph-scan?mission=irsa&submit=Select&projshort=WISE.
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VIMOS/VLT I-band observations. Below are the main findings
and conclusions from our analysis.

– We have identified significant variability in two young brown
dwarfs, one newly identified, from a sample of nine.

– Given the short time span of observations and the strong
inter-night variations in their quasi-periodic signal, we could
not calculate a definitive period for either object.

– The first object, Mayrit 258337 (a single-lined spectroscopic
binary), shows a host of consistent properties with other
young variable objects, such as correlated and variable mid-
infrared magnitudes and mid-infrared excess. Therefore, its
variability in the I band is most likely linked to its accretion
disc.

– The second object, Mayrit 396273, has no mid-infrared
excess and no significant correlation or variation in mid-
infrared magnitude. The observed variability in the I band
may be caused by variable extinction by large grains.

– We did not find any new low-mass potential members of �
Orionis using our uncalibrated I-band photometry with avail-
able UKIDSS J-band photometry, consistent with the results
of Peña Ramı́rez et al. (2012).

– We did not identify any new low-mass companions around
forty young � Orionis sources in the approximate physical
separation range 500-2000 au, consistent with other studies
of wide multiplicity in very low-mass objects.

Our uncalibrated I-band photometry for sources successfully
cross-matched with UKIDSS/DR9 GCS catalogue (Warren et al.
2007) is available publicly via the VizieR service.
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Bradley, L., Sipocz, B., Robitaille, T., et al. 2016, astropy/photutils: v0.3
Burgasser, A. J., Kirkpatrick, J. D., Cruz, K. L., et al. 2006, ApJS, 166, 585
Caballero, J. A. 2008, A&A, 478, 667
Caballero, J. A. 2014, The Observatory, 134, 273
Caballero, J. A. 2017, Astronomische Nachrichten, 338, 629
Caballero, J. A., Albacete-Colombo, J. F., & López-Santiago, J. 2010, A&A,
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ABSTRACT

Context. Debris disks are observed around 10 to 20 % of FGK main-sequence stars as infrared excess emission. They are
important signposts for the presence of colliding planetesimals and therefore provide important information about the evolution
of planetary systems. Direct imaging of such disks reveals their geometric structure and constrains their dust-particle properties.
Aims. We present observations of the known edge-on debris disk around HIP 79977 (HD 146897) taken with the ZIMPOL
di↵erential polarimeter of the SPHERE instrument. We measure the observed polarization signal and investigate the diagnostic
potential of such data with model simulations.
Methods. SPHERE-ZIMPOL polarimetric data of the 15 Myr-old F star HIP 79977 (Upper Sco, 123 pc) were taken in the Very
Broad Band (VBB) filter (�c = 735 nm, �� = 290 nm) with a spatial resolution of about 25 mas. Imaging polarimetry e�ciently
suppresses the residual speckle noise from the AO system and provides a di↵erential signal with relatively small systematic
measuring uncertainties. We measure the polarization flux along and perpendicular to the disk spine of the highly inclined disk
for projected separations between 0.200 (25 AU) and 1.600 (200 AU). We perform model calculations for the polarized flux of an
optically thin debris disk which are used to determine or constrain the disk parameters of HIP 79977.
Results. We measure a polarized flux contrast ratio for the disk of (Fpol)disk/F⇤ = (5.5 ± 0.9) · 10�4 in the VBB filter. The
surface brightness of the polarized flux reaches a maximum of SBmax = 16.2 mag arcsec�2 at a separation of 0.200 � 0.500 along
the disk spine with a maximum surface brightness contrast of 7.64 mag arcsec�2. The polarized flux has a minimum near the
star < 0.200 because no or only little polarization is produced by forward or backward scattering in the disk section lying in front
of or behind the star. The width of the disk perpendicular to the spine shows a systematic increase in FWHM from 0.100 (12
AU) to 0.300 � 0.500, when going from a separation of 0.200 to > 100. This can be explained by a radial blow-out of small grains.
The data are modelled as a circular dust belt with a well defined disk inclination i = 85(±1.5)� and a radius between r0 = 60
and 90 AU. The radial density dependence is described by (r/r0)↵ with a steep (positive) power law index ↵ = 5 inside r0 and
a more shallow (negative) index ↵ = �2.5 outside r0. The scattering asymmetry factor lies between g = 0.2 and 0.6 (forward
scattering) adopting a scattering-angle dependence for the fractional polarization such as that for Rayleigh scattering.
Conclusions. Polarimetric imaging with SPHERE-ZIMPOL of the edge-on debris disk around HIP 79977 provides accurate
profiles for the polarized flux. Our data are qualitatively very similar to the case of AU Mic and they confirm that edge-on
debris disks have a polarization minimum at a position near the star and a maximum near the projected separation of the main
debris belt. The comparison of the polarized flux contrast ratio (Fpol)disk/F⇤ with the fractional infrared excess provides strong
constraints on the scattering albedo of the dust.

Key words. Planetary systems – Scattering – Stars: individual object: HIP 79977, HD 146897 – Techniques: high angular
resolution, polarimetric

1. Introduction

Many main-sequence stars with circumstellar dust have been
identitified based on the detection of infrared (IR) excess
emission (Aumann et al. 1984; Oudmaijer et al. 1992). For
nearby systems with strong IR excess, like � Pic, Fomalhaut,
HR 4796A and others, it was shown with high contrast obser-
vations that this dust is located in disks or rings (Smith & Ter-
rile 1984; Backman & Paresce 1993; Schneider et al. 1999;
Kalas et al. 2005) around the central star. The dust is attributed
to dust debris from collisions of solid bodies in a planetesimal
disk, similar to the Kuiper belt in the solar system (see e.g.,
Wyatt 2008, for a review). The lifetime of small dust particles,

which are the main component for the IR-excess emission, is
very short because they are blown out of the system by ra-
diation pressure or stellar winds and therefore they must be
replenished by ongoing collisions in the system. Bright de-
bris disks are particularly frequent around young stars where
they are the last phase of the evolution of planet-forming disks
and for this reason young, bright giant planets are often found
in systems with debris disks (e.g., Kalas et al. 2008; Marois
et al. 2008; Lagrange et al. 2010). For older stars (> 108 yr)
the debris disks are rare and usually faint with a few interest-
ing exceptions which could be caused by a strong transient
collisional event. Debris-disk structure has the potential to re-
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Fig. 2. Composite image of debris disk around HIP 79977 with the VBB and I-band filters obtained with LOCI data reduction. The original
data were 3 ⇥ 3 binned to reduce the e↵ect of the noise. The position of the star is marked by an asterisk in orange. The white dotted line
shows the position of the expected lines of nodes for an inclined disk ring. The color-scale is given in arbitrary units.

P =
p

Q2 + U2. However, P is a↵ected for low signal-to-
noise data by a systematic bias e↵ect because of squaring of
Q and U parameters. Therefore we characterize the disk po-
larization pattern with a locally defined azimuthal / radial Q-
and U-parameter definition with respect to the central light
source as discussed in Schmid et al. (2006). Single scattering
o↵ dust particles in optically thin debris disks generates lin-
early polarized light with the electric field vector azimuthally
oriented with respect to the star. Polarization in the azimuthal
direction is defined by the Stokes parameter Q':

Q' = �(Q cos 2' + U sin 2'), (3)

where ' is the polar angle between north and the point of in-
terest measured from the north over east. The Stokes parame-
ter U':

U' = �Q sin 2' + U cos 2' (4)

defines the polarization pattern in the directions ±45� with
respect to the Q' direction.

Figure 4 shows the final Q' and U'. The Q' image clearly
reveals the nearly edge-on disk structure down to a projected
separation of ⇠ 0.100. Polarized light is detected across the
entire width of the image of ⇠ 3.600. The peak of the surface
brightness appears here as a narrow stripe below the expected
major axis of an inclined circular ring (white dotted line)
with a flux minimum near the position of the star.

By contrast, the U' image contains no structural features
from the disk. Assuming azimuthal polarization of light gen-
erated in single scattering processes and no multiple scatter-
ing (see Canovas et al. 2015), we do not expect to find any
astrophysical signal in the U' image. Therefore, this image
can be used for an estimation of the statistical pixel to pixel

noise level and large-scale systematic errors in our observa-
tions.

Very close to the star, marked by a white circle with a
r ' 0.1200 (Figs. 3 and 4), the data are unreliable because of
strongly variable wings of the PSF peak. Also visible are the
faint features at r & 0.1200 above and below the disk which are
negative in the Q and U images, and appear as positive sig-
nal in the Q' and U' images. These features are much fainter
(factor < 0.1) than the disk signal and originate most likely
from poorly corrected instrumental e↵ects because an intrin-
sic signal is expected to produce no U' signal.

4. Data analysis

4.1. Disk position angle

We measured the position angle of the disk in the Q'-image
by the determination of the orientation of the mirror line
through the central star perpendicular to the disk. The best
position angle was found by searching with an angle incre-
ment of 0.1� the orientation of the mirror line which produces
the smallest residuals if one side is subtracted from the other
side.

The results from the polarimetric and imaging data sets
agree. After including ZIMPOL’s True North o↵set of �2�
we obtain the position angle of the disk axis to be ✓disk =
114.5� ± 0.6�. This value is in good agreement with PA =
114� reported by Thalmann et al. (2013) for the scattered light
images in H-band and with PA = 115� measured by Lieman-
Sifry et al. (2016) in the sub-mm range.

We define an x � y disk coordinate system where the star
is at the origin, +x is the coordinate along the major axis in
roughly WNW-direction (✓disk+180�), �x towards ESE (✓disk),
and y perpendicular to this with the positive axis towards NNE
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Fig. 4. Polarimetric di↵erential imaging data of HIP 79977 with the VBB filter (590-880 nm). The original data were 3⇥ 3 binned to reduce
the noise. The position of the star is marked by an asterisk in red. The upper panel shows Q' (left) and U' (right) images. Lower panel:
Isophotal contours of polarized light overlying Q' image. The contours were measured from the Q' image smoothed via a Gaussian kernel
with � = 1.5 px. Contour levels are given for 3 (blue line), 9 (light blue), 15 (orange) and 21 (red) counts per frame per binned pixel.
The white dotted line shows the position of the expected ring axis. The region inside the white stellarcentric circle with radius ⇠ 0.1200 is
dominated by strong speckles variations. The color-bars show the counts per binned pixel.

and fit for x . 0.600 because the Mo↵at profile cannot fit cor-
rectly negative flux values at small angular separations which
originate from the systematic e↵ects described above.

The vertical o↵set y0(x) of the disk spine is shown in
Figure 6(d). The spine curve is roughly symmetric with re-
spect to x0. The smallest y0-o↵set is approximately �25 ± 5
mas (2.5 AU) around x ⇡ 0.600 ±0.100. Closer to the star,
x ⇡ ±0.300, the spine is further away from the major axis with

y0 ⇡ �50 mas, and also in the outskirts (|x| & 100) the y0-o↵set
is even more than 50 mas. In comparison, the o↵set y0(x) of
the disk spine measured in the imaging data (Fig. 2) is ap-
proximately �60 ± 5 mas (⇡7.5 AU) at |x| < 0.300. For larger
separations, the y0-o↵set in intensity is smaller and achieves
a minimum ⇡ �45 mas at |x| = 0.700 ± 0.0500.
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Fig. 6. HIP 79977 debris disk properties along the axis x. The individual points give parameters of the Mo↵at profile of the vertical cross
section as shown in Fig. 5 and described in Sect. 4.2. From the top to the bottom: (a) the profile peak SBpeak(x), (b) FWHM, (c) vertically
integrated flux P(x), and (d) spine distance from the disk major axis y0 The vertically integrated profile flux P(x) is calculated as a mean
surface brightness in a 0.100 ⇥1.800 bin. At separations smaller than x ⇡ 0.200 the systematic uncertainties are increased and open circles mark
the low S/N points. The vertical yellow line indicates the position of the star.
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4.3. Polarized flux, surface brightness and contrast

The polarimetric image in Fig. 4 and the deduced profiles in
Fig. 6 serve as basis for the quantitative determination of the
polarized flux and surface brightness of the disk which can
both be compared to the stellar brightness with “contrast” pa-
rameters.

We derive the total polarized flux of the debris disk by
summing up all the bins from |x| = 0.300 to 1.800 along the ma-
jor axis in the integrated flux profile P(x) given in Fig. 6(c).
This does not include the innermost regions |x| < 0.200. Only
a small polarization signal is expected at small apparent sep-
arations for a disk or ring with an inner radius r > 0.200,
because at small separations we observe scattering from the
disk sections located in front of and behind the star. This for-
ward and backward scattering produces only little polariza-
tion. Thus, one can approximate the innermost disk with a
linear extrapolation of the measured curve from P(x = 0.2700)
to P(x = 0.000) = 0 (red dotted line in Fig. 6(c)).

This neglects a possible contribution of polarized flux
from warm dust located very close (r < 0.200) to the star.
Studies on the spectral energy distribution of HIP 79977 (e.g.,
Chen et al. 2011) indicate that there is no significant (& 1%)
signal to the IR excess emission from warm dust at small sep-
aration. Therefore, we assume that there is also no significant
unresolved contribution from an inner disk to the polarization
signal.

The polarized flux in the VBB filter, covering an e↵ective
aperture area of 3.600 ⇥ 1.800 and including the interpolated
points inside interval |x| < 0.300, amounts to 5800 counts per
second and per ZIMPOL arm. This value must be corrected
for the variable atmospheric transmission Tatm (Fig. 1) using
a factor of fcorr = 1/Tatm = 1.3 ± 0.1. This yields a corrected
count rate of 7540 ± 800 cts/s where the uncertainty is domi-
nated by fcorr.

The determination of the stellar flux of HIP 79977 must
account for the saturation of the PSF core and the cloudy
weather. We first determine the mean value of 1.13·107 cts/s in
the VBB filter for frames 210-280 which were apparently not
a↵ected by clouds (Fig. 1). Because the exposure is saturated
out to the radius r � 3 px some flux is lacking. To account
for the saturated part of the PSF, we compare the HIP 79977
profile with high-quality ZIMPOL PSFs of the standard star
HD 183143 (STD261_0013-24, Schmid et al. 2017), which
were taken under excellent atmospheric conditions. For the
narrow band filters N_R (�c = 646 nm, �� = 57 nm) and N_I
(�c = 817 nm, �� = 81 nm), these PSFs contain within a ra-
dius of r = 5 px a flux between ⇠ 20% and ⇠ 25% of the total
stellar flux measured for an aperture of 300 diameter. Based on
this, we assume for our HIP 79977 data, that the round annu-
lus with inner and outer radii rin = 5 px and rout = 416 px
(= 300 diameter) contains between ⇠ 75% and ⇠ 80% of the
flux expected for an unsaturated PSF profile. This yields for
the corrected stellar count rates between 1.33 · 107 cts/s and
1.40 · 107 cts/s per ZIMPOL arm for observations in the VBB
filter in the slow polarimetric mode.

The count rates are converted to photometric magnitude
m(VBB) using the following expression (Schmid et al. 2017):

m(VBB) = �2.5 log(cts/s)�am·k1(VBB)�mmode+zpima(VBB),

where am = 1.15 is the airmass, k1(VBB) = 0.086m is the fil-
ter coe�cient for the atmospheric extinction, zpima(VBB) =
24.61m is the photometric zero point for the VBB filter and
mmode = �1.93m is an o↵set to the zero point which accounts

Table 2. HIP 79977 photometry.

Filter � �� mag �mag Ref.
(µm) (µm) (mag) (mag)

HIP HP 0.528 0.221 9.20 <0.01 1
Tycho V 0.532 0.095 9.11 0.02 2
Johnson V 0.554 0.082 9.09 <0.01 1
Gaia G 0.673 0.440 8.93 <0.01 3
ZIMPOL VBB 0.735 0.290 8.60 0.07 4
Johnson J 1.250 0.300 8.06 0.02 5

Notes: (1) ESA (1997); (2) Høg et al. (2000); (3) Gaia Collaboration (2016);
(4) this work; (5) Cutri et al. (2003).

𝒙, 𝒚, 𝒛   

𝜽  

𝒚  

𝒛 = 𝑳𝑶𝑺  𝒊  

𝒙 = 𝒙𝒅  

𝒉  

𝒕𝒐 𝒐𝒃𝒔𝒆𝒓𝒗𝒆𝒓  𝒚𝒅  

Fig. 7. Illustrative sketch of the debris disk with inclination i and
coordinate systems (x, y, z) and (xd, yd, h) used in model. The small
blue cube at scattering angle ✓ marks the position (x, y, z) of a grid
element with grain number density n(x, y, z).

for the used instrument and detector mode. We obtain for HIP
79977 a magnitude m(VBB) = 8.60m ± 0.07m in good agree-
ment with the literature values (see Table 2). The derived
photometric magnitude m(VBB) yields the color V-VBB =
9.09m - 8.60m = 0.49m which is close to the color index in the
Johnson-Cousins’ photometric system V � IC = 0.44m (�e↵ =
0.806 µm, �� = 0.154 µm for IC; Pecaut et al. 2012) for a
F2/3V star.

For the polarized flux of the whole disk we get
mpdisk(VBB) = 16.6m ± 0.3m. This yields a ratio of
total polarized flux of the disk to the stellar flux of
(Fpol)disk/F⇤ = (5.5 ± 0.9) · 10�4.

We determine for the peak surface brightness of the po-
larized light SBpeak(VBB) = 16.2m arcsec�2 along the inner
(0.200 � 0.400) disk spine (Fig. 6(a)) and a surface brightness
contrast for the polarized flux of SBpeak(VBB)�mstar(VBB) =
7.64 mag arcsec�2. For the outer disk around x ⇡ ±1.700 the
surface brightness contrast is about 10 mag arcsec�2.

5. Modeling

To reproduce the physical appearance of the debris disk
around HIP 79977 we construct a 3D model for the scat-
tered intensity and the polarization flux from optically thin
(single scattering) dust. The disk is described by an axisym-
metric dust distribution using the cylindrical coordinates
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5.1. The scattering phase function for polarized light

The phase function (PF) f�(✓) in Equation (7) characterizes
the angle dependence of scattered radiation. In the following,
we disregard the wavelength dependence of the PF.

A very popular way to describe the scattering phase func-
tion is the Henyey-Greenstein (HG) function (Henyey &
Greenstein 1941):

f (✓) =
1 � g2

4⇡(1 + g2 � 2gcos✓)3/2 , (11)

where g is the average of the cosine of the scattering an-
gle which characterizes the shape of the phase function. For
isotropic scattering g = 0, forward scattering grains have
0 < g  1, while for �1  g < 0 the scattering is peaked
backwards.

However, there exists also growing evidence that a simple
HG-function is a poor approximation for the modeling of the
scattered intensity from debris disks. This is nicely demon-
strated for the bright disk HR 4796A (Milli et al. 2017), which
shows, for small phase angles ✓ < 30�, a strong di↵raction
peak and, for large phase angles ✓ > 30�, a scattering inten-
sity which is roughly angle-independent. Thus, a more gen-
eral phase function, for example, a two-component (or dou-
ble) HG function seems to be required for the modeling of
the scattered intensity of highly inclined debris disks

f (✓, gdi↵ , gsca) = w · f (✓, gdi↵) + (1 � w) · f (✓, gsca) , (12)

where the first term describes the strong di↵raction peak, the
second term represents the more isotropic and much less for-
ward scattering part (see also Min et al. 2010), and w is the
scaling parameter, 0  w  1.

For the polarized scattered radiation from a debris disk the
situation is slightly di↵erent. The strong forward peak seen
in intensity, which can be ascribed to the light di↵raction by
large particles a � �, is expected to produce no significant
light polarization. The scattering polarization is produced by
the photons hitting the particle surface and interacting by dif-
fuse reflection or/and refraction and transmission as described
above by the second term f (✓, gsca). But, in addition, the an-
gle dependence of the linear polarization LP(✓) produced by
the particle scattering needs to be taken into account. For ex-
ample, strict forward and backward scattering will produce
no polarization for randomly oriented particles for symme-
try reasons. We adopt the Rayleigh scattering function as a
simple approximation for the angle dependence of the polar-
ization fraction psca:

psca(✓) = pm
1 � cos2 ✓

1 + cos2 ✓
= pmLP(✓),

with the scaling factor pm, which defines the maximum frac-
tional polarization produced at a scattering angle of ✓ = 90�.

Figure 8 shows some examples of obtained phase function
for the polarized flux LP(✓) f (✓, gsca) for di↵erent cases of the
HG function f (✓, gsca). For isotropic scattering (gsca = 0) the
maximum of scattered polarized flux occurs at ✓ = 90�. For
an asymmetry parameter gsca > 0 the maximum is shifted
to smaller scattering angles producing a corresponding asym-
metry in the amount of polarized light received from the front
and back sides of the disk. So, for example, the value of po-
larized flux PF (gsca = 0.6) at ✓ = 20� is 35 times higher than
at ✓ = 160�.

Fig. 8. Scattering phase function for the polarized light (blue) for
three di↵erent asymmetry parameters gsca = 0.2, gsca = 0.4, and
gsca = 0.6. Red lines show the corresponding Heyney-Greenstein
functions for f (✓, gsca).

5.2. Model fitting

We have calculated 5.28 · 106 models for a parameter grid as
specified in Table 3 in order to find the set of model parame-
ters which best fit the observed polarized intensity image.

For the fitting, we reduced the number of image pixels by
3 ⇥ 3 binning and selected a rectangular image area with a
length of 341 and width of 100 binned pixels centered and
aligned to the disk x and y (major and minor) axes (see Fig.
9(d)). A round area with a radius of 16 pixels (0.1700) centered
on the star and the spurious features near the saturated region
are excluded from the evaluation of the fit goodness. Figure
9 illustrates the di↵erent steps in the image fitting procedure.
From the model dust distribution in the disk (a) the expected
polarization flux is calculated (b), convolved with the instru-
ment PSF (c), fitted to observation (d), and the residuals (e)
are then used for the �2

image evaluation of the image fit.
The goodness of the fit was estimated for each model with

the reduced �2-parameter:

�2
red =

1
Ndata � Npar

NdataX

i=1

⇥
yi � xi(p)

⇤2

�2
yi

,

where Ndata is a number of data points with measurement
results yi which have uncertainties �yi. Each data point
corresponds to a binned pixel within the minimization
window shown in Fig. 9(d). Npar denotes the number of
free parameters p = (p1, p2, ..., pNpar ) used to create a model
image with values xi and listed in Col. 1 of Table 3.

To accelerate the fitting procedure we have made a prese-
lection of disk models using the mean disk profile hP|x|i along
the major axis shown in Fig. 10. The mean profile hP|x|i con-
sisting of 15 points from |x| = 0.2200 to |x| = 1.8000 for the
observed disk polarization is obtained by averaging the P(x)
data points from the negative and positive x-axes given in Fig.
6(c). Thus the 2D models were collapsed to a profile and fit-
ted first to the hP|x|i profile calculating the �2 and defining a

Article number, page 12 of 20

Engler et al.: HIP79977 debris disk in polarized light

good fit threshold based on the number of degrees of freedom
for the fit (Press et al. 2007).

The procedure is straight forward because the noise is
well defined for these data points which represent flux inte-
grations over a large area. This can also be inferred from the
observed profiles for the two disk sides, which look essen-
tially identical, indicating that there are no localized spurious
e↵ects or strong intrinsic asymmetries in the disk. The fitting
does not depend on uncertainties in the PSF model convolu-
tion because the spatial resolution is low. Still, the key prop-
erties of the geometric distribution of the polarized flux along
the disk spine are captured by the hP|x|i-profile.

Models with a �2
SB < 2.5 are considered to fit the hP|x|i-

profile well (see the examples in Fig. 10). The profile fitting
is compatible with a disk with a radius r0 in the range [60, 86]
AU which coincides with the separation of the maximum. Of
course, the fitting of disk models described by 9 parameters
to a 15 point hP|x|i profile cannot define a unique solution for
HIP 79977 disk but provides more or less well defined ranges
for the model parameters.

The scaling factor Ap (see Table 3) is determined by the �2

minimization of the hP|x|i-profile fit for each model. This ap-
proach has been chosen because the statistical noise is larger
and not well known systematic uncertainties are much harder
to quantify for the image data points.

In a second step, we compare the 2D disk models which
were preselected by the previous profile fitting to the Q' im-
age (Fig. 9(d)) to further constrain the model parameters.
This provides a multidimensional parameter distribution of
well-fitting models by setting a threshold for the 2D image fit
�2

image < 8. The mean values of the obtained distribution are
adopted as the best-fit model parameters. Their uncertainties
are given by the 68% marginalized errors as calculated from
the sample covariance matrix. The mean parameters together
with the confidence intervals are listed in Table 3 (Col. 5 and
Col. 6, respectively). The corresponding synthetic image of
polarized light is shown in Fig. 9(b) and the convolved im-
age (Fig. 9(c)) appears to fit the Q' image (Fig. 9(d)) well.
The residuals image (Fig. 9(e)) displays some PSF-shaped
leftovers, the instrumental features above and below the disk
center and, possibly, some minor residues from the disk flux.
In this case the model would lack flux along the spine at small
separation.

Our modeling assumes that the optical depth in the disk is
small. According to our best-fit model we estimate a ⌧ ⇡ 0.5
for a radial photon path through the disk midplane (⇥ = 0�),
and significantly less for ⇥ > 1�. After scattering, a photon
escapes without further interaction because we see the disk
inclined by ⇡ 5� with respect to edge on.

Our statistical analysis of the model fitting allows an as-
sessment of the parameter degeneracy problem where many
di↵erent combinations of parameters match the data. In par-
ticular we notice an important degeneracy between the radius
of the planetesimal belt r0 and scattering asymmetry parame-
ter gsca. Figure 12 shows the 68% and 95% confidence level
(CL) regions derived from the distribution of these two pa-
rameters. The contours cover an extended region implying
that the degeneracy between the radius of the planetesimal
belt and asymmetry parameter cannot be resolved with our
data.

To examine how well/badly models other than the mean
model reproduce the data, we compare two models randomly
picked from the generated distribution: one model (specified
in Table 3 as "Model 70") with all parameters lying inside of

0 

a 

b 

c 

d 

e 

0.5’’ 

61 AU 

Fig. 9. Comparison of the best-fit model with the Q' image. (a) Im-
age visualizing the dust distribution in the disk. (b) Model image
of the polarized light non-convolved with PSF. (c) Model image of
the polarized light convolved with the instrumental PSF. (d) Q' im-
age from the data. The rectangular area outlined with an orange box
shows the minimization window as described in the body text. The
orange circle marks the central region of the image excluded from
the �2 evaluation. (e) Residual image obtained after subtraction of
the PSF-convolved model image (c) from the Q' image (d). Color-
scales of images (a) and (b) are given in arbitrary units. The color-bar
for images (c), (d) and (e) shows polarized flux in counts per binned
pixel.

the 1-� area with the belt radius r0 = 70 AU close to the mean
value of this parameter, and one model (specified in Table 3 as
"Model 40") with the same gsca but r0 = 40 AU lying outside
of the 1-� range. Figure 11 shows both models in four di↵er-
ent views: dust distribution in the disk n(y, z), non-convolved
model image of the polarized flux, polarized image produced
after the combination of convolved intensities I0, I90, I45, I135.
with the instrumental PSF.

"Model 40" gives a significantly worse fit for the central
part of the Q' image compared to "Model 70" based on the
derived �2 and visual examination of the residues. The com-
parison of the disk polarization profile of “Model 40” with the
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Table 3. Grid of parameters for the 5.28 · 106 models and resulting parameters for the best fit model. Also given are the parameters of two
selected comparison models ("Model 70" and "Model 40").

Parameter Range Step of linear Best model Model 70 Model 40
sampling mean value 68% CL

Radius of belt r0 (AU) [30, 90] 10 73 16 70 40⇤

Inner radial index ↵in [1, 10] 1 5.0 2.8 2.0⇤ 2.0⇤

Outer radial index ↵out [-6, -1] 0.5 -2.5 1.4 -3.0 -2.5
Scale height H0 (AU) [0.5, 3.5] 0.5 2.3 0.7 1.5 0.5⇤

Vertical profile � [0.5, 2.5] 0.5 0.9 0.6 1.0 1.0
Flare index � [0.5, 4.5] 1 2.2 1.4 2.5 3.5
Inclination i (�) [82, 87] 1 84.6 1.7 85.0 82.0⇤

HG parameter gsca [0.0, 0.9] 0.1 0.43 0.25 0.20 0.20
Scaling factor Ap - - 9.04 - 4.03 3.10

Notes: ⇤ Parameter value lies outside the 68% confidence interval.

Fig. 10. Comparison of the mean disk profile hP|x|i for the polarized
flux (see Sect. 5.2) with profiles of 3 models given in Table 3. hP|x|i
is the mean of both disk sides profiles P(x) shown in Fig. 6(c) be-
tween 0.2200 (27 AU) and 1.8000 (220 AU). The best-fit model and
"Model 70" (�2

SB < 2.5) fit hP|x|i while "Model 40" (�2
SB > 2.5) is

significantly o↵ at small distances.

observations also shows a relatively poor match (see Fig. 10).
"Model 70" gives a reasonable fit to the polarization pro-
file and also the residuals in the 2D image appear to be not
much larger than the best-fit model, as is expected for a model
within the 1� confidence area.

6. Discussion

6.1. Disk structure

Our results from the modeling of the dust distribution around
HIP 79977 indicate a mean radius of ⇠73 AU for the plan-
etesimal belt. The vertical distribution of the dust in the disk
is described by a profile with an exponent � smaller than two.

This is a steeper fall-o↵ than a Gaussian distribution, indicat-
ing a higher concentration of particles in the midplane. The
radial distribution of the grain number density matches the
shape of an annular disk with an inner cavity. This assumption
is supported by the SED of HIP 79977 showing no significant
thermal emission at wavelengths . 14 µm. The depletion of
scattering material inside a possible belt of parent planetes-
imals can be caused by the radiation pressure or drag forces
acting on small particles (Wyatt 2008, and references therein).

The radiation pressure pushing outward the dust grains
with sizes close to or smaller than the blow-out size (< 1 µm)
could be responsible for the growing width of the disk verti-
cal cross-sections when the separation from the star increases
from 0.200 to > 100 (Fig. 6(b)).

In the past years several authors have derived a distance
of the dust grains from the star in HIP 79977 by modeling the
shape of the disk SED with a single- or double-temperature
fit. Assuming that the dust grains emit radiation like black
bodies, Chen et al. (2011) have determined a dust grain tem-
perature of 89 K based on the Spitzer MIPS photometry. They
considered amorphous silicates with olivine composition as
the main component of the dust, and the average size of the
grains, which were not removed by the radiation pressure, to
be 1.5 µm. They have estimated that if the grains are spherical
and in radiative equilibrium they should be located at a dis-
tance of at least 40 AU from the star. In reality, the bulk of the
dust could have a larger radial separation because the real dust
grains emit radiation less e�ciently than black bodies. Dust
with the same equilibrium temperature can therefore exist at
larger distances from the star. This supports our mean model
indicating a separation which is more like 70 AU.

Jang-Condell et al. (2015) postulated a much larger av-
erage grain size of 11.1 µm based on an analysis includ-
ing Spitzer IRS spectra. They derived a grain temperature of
102 K (for amorphous silicates with olivine composition) re-
quiring a stellocentric distance of about 11.5 AU for the grain
distribution which is in conflict with our results.

Previous imaging and polarimetric imaging of the disk
around HIP 79977 in the H-band was presented by Thalmann
et al. (2013). From the data they derived a disk orientation
of 114� (major axis), and an inclination of 84� in very good
agreement with this work. Thalmann et al. (2013) modelled
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Fig. 11. Comparison between alternative models of the HIP79977 debris disk: "Model 40" with the radius of the planetesimal belt r0 = 40
AU (left) and "Model 70" with the radius of r0 = 70 AU (right) and fitting parameters as specified in Table 3. From top to the bottom: (a)
model of the dust distribution in the disk, (b) model of the polarized light, (c) model of the polarized light convolved with the instrumental
PSF and (d) residuals left after subtraction of the PSF-convolved model image from the Q' image. Color-scales of images (a) and (b) are
given in arbitrary units. Color-bar of images (c) and (d) shows flux in counts at each pixel of the image.

Fig. 12. Two-dimensional constraints on the radius of the planetes-
imal belt r0 and the asymmetry parameter gsca for HIP 79977. The
contours show the 68% and 95% CL regions for the model sample
and the dots point out the locations of the described models in this
parameter plain.

the self-subtraction e↵ects for flux extraction for the intensity
image and derived the intrinsic intensity slope for the disk
along the major axis. In addition, they detected a polarimetric

signal from the disk for separations from 0.300 to 1.500, com-
pared the polarization with the intensity profile and found a
fractional polarization of ⇠ 10 % (1�-range [5 %, 20 %]) at
0.500 and ⇠ 45 % ([30 %, 60 %]) at 1.500. From their data, it
is not clear whether or not they see in polarized flux a maxi-
mum at a separation of around 0.600 and a flux decrease inside.
Thalmann et al. (2013) also fit the observations with model
calculations but they adopt a radius of r0 = 40 AU for the
planetesimal ring and do not investigate models with larger
r0.

The new SPHERE - ZIMPOL observations presented in
this work provide a very much improved polarimetric sen-
sitivity which clearly reveals a maximum in the polariza-
tion profile P(x) at a projected separation of 0.60±0.0600
(74±7 AU). This maximum location is not compatible with
the small ring radius of r0 = 40 AU adopted by Thalmann
et al. (2013), probably, because they only fit the intensity pro-
file which shows no features that could constrain the ring ra-
dius.

Our best-fit model is in good agreement with results of
recent observations of HIP 79977 with ALMA. Lieman-Sifry
et al. (2016) used the 1240 µm continuum visibilities and de-
rived basic geometrical parameters of the disk. They modelled
the surface density of the disk with a single power law r�1

extending from an inner to an outer radius and they derived
Rinner = 60+11

�13 AU without detecting an outer cut-o↵ radius.
This result confirms the large ring radius r0 found by us from
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the polarimetric profile. Lieman-Sifry et al. (2016) also mea-
sured a disk inclination i > 84� and PA = 115+3

�3 which are
consistent with our and previous results.

6.2. Diagnostic potential of polarimetry

The scattered flux has been measured for more than 20 de-
bris disks, mainly with the Hubble Space Telescope (HST)
(e.g., Schneider et al. 2014, 2016). With ground-based ob-
servations the flux measurement for the scattered light from
debris disks is very di�cult because of the speckle noise in-
troduced by the atmospheric turbulence. The polarized flux of
the disk (Fpol)disk is much easier to determine, because it is a
di↵erential quantity which can be distinguished from the un-
polarized light from the bright central star ((Fpol)⇤ ⇡ 0), even
in the presence of strong atmospheric speckles.

For HIP 79977 the disk profile in polarized flux reveals a
clear maximum which traces the radial location of the disk
ring. This information is di�cult to obtain from intensity
imaging of edge-on disks, because the Stokes I disk profile
is dominated by the forward scattering dust in front of the star
and therefore the projected disk extension may not be visible.

The disk flux Fdisk and the polarized flux (Fpol)disk contain
complementary information about the scattering dust. The
scattering angle dependence is strongly di↵erent because for-
ward and backward scattering produces no or only very little
polarized flux. This applies also to the di↵raction peak (or for-
ward scattering peak) from large particles a > �, which is not
or only slightly polarized. This means that the polarized flux
originates predominantly from scatterings with scattering an-
gles in the range 45� � 135� and the polarized flux produced
per scattering event can be approximated by an averaged par-
ticle parameter for the induced scattering polarization pm for
the scattering angle of 90� (see Sect. 5.1).

New constraints on dust properties may be obtained if
quantitative polarimetric data of many debris disks can be
collected. The dust grain size distribution and therefore the
polarimetric properties are expected to depend on the spectral
type of the central star and di↵erent system ages may reveal
evolutionary processes in the polarimetric properties of the
scattering dust. Polarimetric parameters which can be quan-
tified for the dust are scattering cross-section �sca or albedo,
and parameters of the polarimetric scattering function pm and
gsca. A better understanding of the dust in debris disks would
be very useful for interpretations regarding the nature of their
parent bodies which produced the observed dust in a colli-
sional cascade.

6.2.1. Polarized flux and infrared excess

The reflectivity or scattering albedo of the dust in the de-
bris disk of HIP 79977 can be characterized by a comparison
of the scattered polarized flux with the IR excess luminosity
which is a good measure for the dust absorption.

In Sect. 4.3, we derived the fractional polarized flux or ra-
tio of total polarized disk flux to the stellar flux (Fpol)disk/F⇤ =
(5.5 ± 0.9) · 10�4 . This ratio was obtained for the wide VBB
filter near the peak of the stellar energy distribution. There-
fore, we can consider the ratio (Fpol)disk/F⇤ as a good order
of magnitude estimate for the fractional polarized light lumi-
nosity of the disk expressed as (Lpol)disk/L⇤. This statement
considers also the fact that (Fpol(i))disk/(Lsca)disk depends very
little, less than a factor of two, upon the disk inclination.

Fig. 13. Ratio of polarized flux to the scattered light luminos-
ity for optically thin debris disks as a function of disk inclina-
tion and scattering asymmetry parameter gsca (plotted for gsca =
0.0, 0.2, 0.3, ..., 0.9). The ratio is independent of the disk geometry
and follows from the scattering phase functions as shown in Fig. 8.

The fractional infrared excess of HIP 79977 LIR/L⇤ =
5.21 · 10�3 is given in Jang-Condell et al. (2015). This yields
the double ratio

⇤ =
(Fpol)disk/F⇤

LIR/L⇤
= 0.11 ± 0.02,

where the uncertainty only accounts for uncertainty in the
(Fpol)disk/F⇤-ratio derived in this paper. The double ratio ⇤
could be a good proxy for the ratio between the polarized lu-
minosity and the IR-excess luminosity of the disk

⇤ =
(Fpol)disk/F⇤

LIR/L⇤
⇡ (Lpol)disk

LIR
,

if the wavelength and inclination dependence of the dust scat-
tering can be neglected. It is emphasized, that neglecting the
wavelength dependence of the polarized flux of the disk may
not be an acceptable simplification for some cases, for exam-
ple, for near-IR polarimetry of disks around A-stars, which
emit most of their radiation in the UV-visual spectral region.

Therefore, ⇤ is an observational parameter that depends,
like the scattering albedo, on the ratio between dust scatter-
ing cross-section �sca and absorption , and parameters of the
polarimetric phase function pm and gsca as

⇤ / �sca(�)

· f (pm(�), gsca(�), i) . (13)

The inclination dependence of (Fpol)disk is illustrated in
Fig. 13, which shows the polarized flux (Fpol)disk (expressed
per steradian) with respect to the scattered light luminosity
Lsca excluding the di↵racted light. The scattered light inter-
acts with the surface of the dust particles, and, therefore, the
asymmetry parameter gsca, which we introduced for the po-
larized light, is also adopted for the intensity of the scattered
light as a first approximation (see Sect. 5.1).

For isotropic scattering g = 0 and maximum polarization
(pm = 1), the ratio of polarized flux to scattering luminosity
is (Fpol)disk/Lsca = 1/4⇡ for i = 0� because the scattering an-
gle for a pole-on disk is 90� throughout and the radiation is
100 % polarized. For larger inclinations (for gsca = 0) the ratio
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