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ABSTRACT

When modeling astronomical objects throughout the universe, it is important to correctly treat the
limitations of the data, for instance finite resolution and sensitivity. In order to simulate these e↵ects,
and to make radiative transfer models directly comparable to real observations, we have developed
an open-source Python package called the FluxCompensator that enables the post-processing of
the output of 3-d Monte-Carlo radiative transfer codes, such as Hyperion. With the FluxCompen-
sator, realistic synthetic observations can be generated by modeling the e↵ects of convolution with
arbitrary point-spread-functions (PSFs), transmission curves, finite pixel resolution, noise and red-
dening. Pipelines can be applied to compute synthetic observations that simulate observatories, such
as the Spitzer Space Telescope or the Herschel Space Observatory. Additionally, this tool can read in
existing observations (e. g. FITS format) and use the same settings for the synthetic observations. In
this paper, we describe the package as well as present examples of such synthetic observations.

1. INTRODUCTION

Theoretical simulations (e. g. hydrodynamical simula-
tions) are currently used to reproduce the physical pro-
cesses in astronomical objects, such as young stellar ob-
jects (YSOs), star-forming regions and galaxies. How-
ever, we cannot use these simulations directly to pre-
dict or explain observational features of such objects.
Instead, full radiative transfer calculations need to be
performed to properly take into account e↵ects, such as
local temperature variations or changes in the optical
depth. These radiative transfer calculations provide ide-
alized observations, which are somewhat closer to real ob-
servations than the hydrodynamical simulations. In the
last decade, the use of idealized observations, from radia-
tive transfer techniques, has been made possible due to
the development of full 3-d Monte-Carlo radiative trans-
fer codes (see the extensive review of Steinacker et al.
2013). We list some publicly available examples below:

• RADMC3D
RadMC3d is a 3-d Monte-Carlo radiative transfer
code (for details1, see Dullemond & Dominik 2004).
It can treat the dust radiative transfer but also gas
line radiative transfer for local thermodynamical
equilibrium (LTE) and non-LTE problems. It has
a variety of di↵erent geometries implemented and
is parallelized. It uses the modified random walk
and raytracing.

• HYPERION
The 3-d dust continuum Monte-Carlo radiative
transfer code Hyperion (for details2, see Ro-
bitaille 2011), which is fully parallelized and is not
dependent on specific synthetic astronomical ob-

koepferl@usm.lmu.de
1

http://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/
2

http://www.hyperion-rt.org

jects but rather provides a generic set of geome-
tries. Hyperion as other dust radiative transfer
codes, treats all dust interactions, such as absorp-
tion, re-emission and scattering. Hyperion is an
LTE code, and, in addition, can treat (simple) non-
LTE approximations, such as the emission of poly-
cyclic aromatic hydrocarbons (PAHs). It uses the
Lucy method, the modified random walk, peeling-
o↵ and raytracing.

• MOCASSIN
Mocassin, a 3-d photoionization and dust non-
LTE Monte-Carlo radiative transfer code (for de-
tails3, see Ercolano et al. 2003, 2005, 2008). The
code is parallelized and contains a number of grid
geometries.

• LIME
LIME is a molecular excitation and non-LTE spec-
tral line radiation transfer code (for details4, see
Brinch & Hogerheijde 2010) and contains di↵erent
geometry set-ups and is fully parallelized.

• TORUS
p Torus is a molecular line and photoionization
code which makes use of the 3-d Monte-Carlo radia-
tive transfer technique but also has hydrodynamics,
radiation hydrodynamics and self-gravity built-in
(for details5, see Harries 2000). It is fully paral-
lelized, has di↵erent sets of geometry grids and uses
the Lucy method.

Monte-Carlo radiative transfer codes (e. g. Hyperion)
can read density structures from the output of theoret-
ical simulations. At every grid point, they sample the

3

http://mocassin.nebulousresearch.org
4

http://www.nbi.dk/~brinch/lime.php
5

http://www.astro.ex.ac.uk/people/th2/torus_html/homepage.html
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Fig. 1.— Flow scheme of the relevant Hyperion and FluxCompensator input/output structure and the analogy in reality. The relevant
sections are highlighted within the scheme.

probability distributions of a photon being scattered, ab-
sorbed or re-emitted, which is propagating through the
grid. As a result, the temperature is calculated and flux
images can be generated in any given direction or wave-
length. For more details, see Robitaille 2011 and the
extensive review of Steinacker et al. 2013. The radiative
transfer, however, only treats the ideal path of the pho-
tons from the astronomical object to the telescope. Con-
cretely, with the mere solution of the radiative transfer
problem the observational limitations of a telescope, such
as finite resolution or the e↵ects on the ideal synthetic
observation by optics or detectors within the telescope,
have so far not been accounted for. We, hereafter, call
such synthetic observations (which lack the treatment of
the observational e↵ects) from radiative transfer calcula-
tion “ideal” synthetic observations.
We have developed a tool, called the FluxCompen-

sator, which treats these limitations and produces ”re-
alistic” synthetic observations. Our tool links theoreti-
cal studies and radiative transfer modeling with actual
astronomical observations by making them directly com-
parable. The tool was successfully applied in Koepferl
et al. (2015), Ercolano et al. (2015) and Roccatagliata
et al. (2015), as well as in the paper series ”Insights
from Synthetic Star-forming Regions” Koepferl et al.

(2016c,a,b) and the Milky Way Project6. In this pa-
per, we now present the FluxCompensator tool, which
produces these realistic synthetic observations from ra-
diative transfer calculations. In Section 2, we describe
the code and discuss its compatibility to other radiative
transfer codes in Section 3. As an example in Section 4,
we show realistic synthetic observations of a YSO model,
a star-forming region and a center of a galaxy and dis-
cuss applications and future prospects for the code (Sec-
tion 5), before summarizing the paper in Section 6.

2. CODE OVERVIEW

With the FluxCompensator (now available via
https://github.com/koepferl/FluxCompensator, for
scheme see Fig. 1) we can post-process radiative transfer
calculations, such as from Hyperion (Robitaille 2011)7,

6 Citizen science project at zooniverse.org (Kendrew et al.
2016; Kerton et al. 2015; Beaumont et al. 2014; Kendrew et al.
2012; Simpson et al. 2012).

7 Note as the FluxCompensator was designed as an post-
processing tool for Hyperion however it can be used by other
codes. Therefore, the reader should see the Hyperion (Robitaille
2011) reference as an example of many other radiative transfer
codes. For the remainder of this paper, however, we will use Hy-
perion as a place holder for other radiative transfer codes.

現実的なシュミレーション 
をさらに現実的なものにする 
ためのPythonパッケージを
開発した. 今回の実装は,

• 任意のビーム(PSF)
を畳み込み積分 

• 主な観測装置の透過
曲線も畳み込める 

• ⼤気の透過曲線を畳
み込み積分 

• 有限サイズのピクセ
ルサイズでなまされ
た画像を出⼒ 

• ガウシャンノイズや
ランダムノイズ付加
機能も追加 

• 星間⾚化補正も 
• GitHubで公開
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Fig. 3.— Snapshots during the ongoing pipeline: a) Hyperion output image slice closest to � = 70 µm, b) image after convolution with
PACS 70 µm transmission curve, c) PACS 70µm image after reddening, d) PACS 70µm image with corresponding pixel resolution, e) PACS
70 µm image after PACS PSF convolution, f) PACS 70µm with Gaussian noise.

the synthetic image, where Figure 3(a) was weighted
with a PACS 70 µm filter from the FluxCompensator
database. The database currently has 24 transmis-
sion curves from Two Micron All-Sky Survey (2MASS),
Spitzer, Herschel, Infrared Astronomical Satellite (IRAS)
and Wide-field Infrared Survey Explorer (WISE) with
central wavelengths from 1.235 µm to 500µm. Table 2 in
Appendix A lists the information about the filter trans-
missions and their references.
For arbitrary loaded filters, two parameters are passed

to the FluxCompensator which represent the nature
of the filter (Robitaille et al. 2007). The first parameter
is ↵, which resembles the taken assumptions in order to
convert the flux into the monochromatic flux density F

⌫

:

⌫

↵

F

⌫

= const. (3)

The transmission in a filter curve file R

⌫,input

goes such
as

R

⌫,input

= R

⌫

⌫

� (4)

to the filter transmission R

⌫

. The units of the transmis-
sion curve are set by the exponent �. When the trans-
mission curve is given as a function of photons � = 0,
while � = �1 when the transmission is given as a func-

tion of energy. See Table 2 in Appendix A for ↵ and �

values of the filters in the database and their references.
To weight the synthetic data with the spectral trans-

mission, the FluxCompensator calculates the e↵ec-
tive spectral response (Robitaille et al. 2007) at ev-
ery wavelength slice of the 3-d SyntheticCube or 1-d
SyntheticSED:

R

⌫,response

=
1

⌫

↵

0

R

⌫,input

/⌫

1+�

R
R

⌫,input

/⌫

1+↵+�

, (5)

where ⌫

0

is the central frequency of the filter. The sum
of the weighted flux with the spectral response then gives
the filtered flux:

F

⌫0,filtered =
⌫

maxX

⌫=⌫

min

R

⌫,response

F

⌫

, (6)

within the limits of the filter ⌫

min

and ⌫

max

. For more
details see the Appendix of Robitaille et al. (2007).

2.3.3. Pixel Resolution

The pixel resolution of the initial ideal synthetic ob-
servation is determined by the set-up of the radiative
transfer model and by the distance, which is set by the

シュミレーション出⼒    PACS 70mic透過曲線を畳み込み   ⾚化補正 

• PSFの波⻑依存性も
実装したい。 

• ユーザーが指定した
装置でのノイズレベ
ル評価機能など(ソー
スとの分離⼯程も含
めるの意味か？) 

• 検出器がサチッたバ
ンドにも対応させ
る。 

• Gas-radiative 
transfer post-
processing (何のこ
とかよくわからなかっ
た) 

• ⼲渉計の空間フィル
ター機能をCASAとの
連携で実装 

• astropyのaffiliated 
package群に加えた
い。 

PACS 70mic PSFを畳み込み  PACS 70 mic のpixel sizeでなまして、ノイズ付加 

今後の開発計画は,
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ABSTRACT

Through synthetic observations of a hydrodynamical simulation of an evolving star-forming region,
we assess how the choice of observational techniques a↵ects the measurements of properties which
trace star formation. Testing and calibrating observational measurements requires synthetic observa-
tions which are as realistic as possible. In this part of the paper series (Paper I), we explore di↵erent
techniques for how to map the distributions of densities and temperatures from the particle-based
simulations onto a Voronoi mesh suitable for radiative transfer and consequently explore their ac-
curacy. We further test di↵erent ways to set up the radiative transfer in order to produce realistic
synthetic observations. We give a detailed description of all methods and ultimately recommend tech-
niques. We have found that the flux around 20 µm is strongly overestimated when blindly coupling
the dust radiative transfer temperature with the hydrodynamical gas temperature. We find that
when instead assuming a constant background dust temperature in addition to the radiative transfer
heating, the recovered flux is consistent with actual observations. We present around 5800 realistic
synthetic observations for Spitzer and Herschel bands, at di↵erent evolutionary time-steps, distances
and orientations. In the upcoming papers of this series (Paper II, Paper III and Paper IV), we will
test and calibrate measurements of the star-formation rate (SFR), gas mass and the star-formation
e�ciency (SFE) using our realistic synthetic observations.

1. INTRODUCTION

Over the last decade, progress in the field of star for-
mation has been fueled by an increasing number of large
infrared/optical surveys of our Galaxy (e. g. from space
missions, such as Hubble, Spitzer, Herschel, Planck, and
ground missions, such as Two Micron All-Sky Survey
(2MASS), UKIRT Infrared Deep-Sky Survey (UKIDSS)
and ATLASGAL and a growing number of state-of-the-
art simulations of entire star-forming regions with in-
creasing quality and diversity (e. g. Orion, SPH-NG,
Arepo; for more details and recent application, see
e. g. O↵ner et al. 2012, Bate 2014, Springel 2010a).
Thanks to recent advances in radiative transfer tech-
niques (in particular 3-d Monte-Carlo radiative trans-
fer; for more details, see the review of Steinacker et al.
2013) we are now able to produce synthetic observations
of star-forming regions. Synthetic observations have the
potential, when constructed with great care and e↵ort,
to close the loop between simulations and observations.
Through synthetic observations:

1. On the one hand, simulations can be tested
to see whether they reproduce features seen in
observations. Whether certain physical processes
are dominant over other processes can be tested
with synthetic observations by comparing the
mock observations of simulated parameter studies
to real observations.

2. On the other hand, synthetic observations allow us

cmk8@st-andrews.ac.uk

to test and calibrate techniques that are used by
the community to infer properties related to star
formation. Since the intrinsic properties of the sim-
ulations (e. g. SFRs, gas masses, filament widths)
are known, the accuracy of the observational de-
termination can be explored. Such an approach
enables us also to improve existing techniques and
to develop new techniques that can produce better
measurements.

Lately, there have been many attempts to use syn-
thetic observations with respect to their potential listed
above. For example, Kurosawa et al. (2004) used one
small-scale simulation of a star-forming region from Bate
et al. (2002a,b, 2003). They mapped their initial particle-
based simulation output onto an Adaptive Mesh Refine-
ment (AMR) grid and included the density profile of a
protoplanetary disk close to their stellar accretion par-
ticles (represented by sink particles, for more details on
sink particles see Bate et al. 1995). With their parameter
study that included set-ups with and without accretion
disks, they developed classification criteria for accretion
disks in the mid-infrared (MIR).
O↵ner et al. (2012) also used a simulation of a small-

scale star-forming region to estimates the quality and
reliability of properties inferred for protostars from SED-
fitting techniques. In contrast to Kurosawa et al. (2004),
they did not refine the input density of the simulation
further, e. g. with a protoplanetary disk, since the orig-
inal resolution was su�cient to recover the flux of con-
tributing regions, while unresolved regions were too opti-
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星形成領域の流体⼒学シュミレーションの結果を「観測」(synthetic observations)して、星形成現象をトレー
スする探査針の選択次第では、観測から導かれる物理量に⼤きな差が⽣じうることを調べた。観測⽅法だけでな
く、そこから導かれる物理量の較正を⾏うためには、できるかぎり現実的なシュミレーションとの⽐較も⽋かせ
ないことを⽰す。本論⽂(Paper I)では、”particle-based simulations ontoa Voronoi mesh”で求められた温度
および密度分布が、輻射輸送の問題を解くにあたって、いかにふさわしいものであるかを述べたのち、その精度
についても報告する。我々は、さらにより現実的なsynthetic observationsを⾏うために、輻射輸送を解く際の
問題設定の最適化も研究したので、⼿法の詳細と我々が推奨する⽅法についても述べる。ダストの輻射輸送計算
において、流体⼒学的に推定される温度を盲⽬的に適⽤してしまうと、波⻑20 micron付近の輻射流束はかなり
課題評価してしまうこともわかった。そうではなく、背景光に等温ダストを仮定し、輻射加熱を解いたとき、
synthetic observationsから再現されたフラックスは現実的な値を⽰すことがわかった。本論⽂では、Spitzer 
やHershel衛星の観測波⻑帯に焦点を当て、5800件に近い、「現実的なsynthetic observations」をの結果を⽰
す。引き続く、Paper II, III, and IVでは、これらのシュミレーションにもとづき、星形成率(SFR), ガス質量お
よび星形成効率(SFE)について論じる計画である。
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6pc                                                                      3pc

Fig. 1.— (Left) MIR Wide-field Infrared Survey Explorer (WISE) observationa of the Soul Nebula star-forming region (blue: 3.4 µm,
cyan: 4.6 µm, green: 12µm, red: 22µm), (right) column density structure of a simulated star-forming region from the D14 smoothed
particle hydrodynamics (SPH) simulationsb with high-mass stellar feedback (ionization-only).
aOnline references accessed: 30.08.2015; http://www.jpl.nasa.gov/spaceimages/details.php?id=PIA13112

Courtesy NASA/JPL-Caltech/UCLA
bSurface density maps provided by Jim Dale.

2. HYDRODYNAMICAL SIMULATIONS

The D14 SPH simulations are a set of over 20 di↵erent
realizations with di↵erent initial conditions for initially
bound and unbound star-forming regions. Furthermore,
for every realization, di↵erent combinations of high-mass
stellar feedback mechanisms, such as ionization alone,
winds alone, winds & ionization coupled, are calculated.
The morphological features and physical scale of the sim-
ulations (half-mass radii r(M1/2) from 1pc to 100 pc) are
of the same order as those of observed regions with high-
mass star formation in the Galactic plane. This can be
seen in Figure 1, where we show a three-color MIR WISE
observation of the Soul Nebula (left, Koenig et al. 2012;
Wright et al. 2010) and the column density structure of
one snapshot from the D14 SPH simulations including
high-mass stellar feedback in form of ionization (right).
As mentioned in Section 1, the D14 SPH simulations are
in some sense unique in the community since they cover
single star-forming regions on large scales of the order of
several tens of parsec with di↵erent feedback scenarios.

2.1. Simulation Properties

The density distribution in particle-based simulations,
such as the D14 SPH simulations, is approximated by the
sum of many individual SPH particles with an analytical
description.

2.1.1. SPH Particles

From the simulation output, we know the position of
an SPH particle i, its peak density ⇢

i,SPH, its hydro-
dynamical gas temperature T

i,SPH, its constant particle
mass of m

i,SPH = 10�2
M�

3 and its smoothing length
h

i

. A SPH particle i has a 3-d Gaussian-like profile. The
profile strength at position j with distance r

ij

from the
SPH particle i is defined by the kernel function (for a

3 This is only true for the simulated clouds with a total
mass of Mcloud = 104 M� for instance run I, since m

i,SPH =
Mcloud/NSPH, with the total SPH particle number NSPH being
1e6.

detailed review, see Springel 2010b):

W

ij

(r
ij

, h

i

) =
1

h

3
i

⇡

⇥
(
1� 1.5(r

ij

/h

i

)2 + 0.75(r
ij

/h

i

)3 8 r

ij

< h

i

0.25(2� (r
ij

/h

i

))3 8 h

i

 r

ij

< 2h
i

.

0 8 r

ij

> 2h
i

(1)

2.1.2. Sink Particles

The stellar particles in an SPH simulations are repre-
sented by sink particles (Bate et al. 1995). They form
from SPH particles which are bound by the gravitational
potential of a forming stellar object and follow the fol-
lowing conditions:

• Density Threshold

The density threshold is evaluated from the mini-
mal resolvable Jeans mass MJeans and the isother-
mal temperature in the simulations. SPH parti-
cles, which have higher densities than the threshold
density, are tracked and the nearest neighbors are
tested by the following conditions.

• Jeans Limit

The average density and temperature of the group
of SPH particles. The resulting mean total mass
of the group should be higher than the Jeans mass
MJeans.

• Potential

The group should be gravitationally bound.

• Velocity Field

The group should have a negative divergence of the
velocity field at the location of the densest particle
of the group which indicates a collapse.

• Energy Balance

The group of collapsing SPH should also have a
higher gravitational energy than its rotational ki-
netic energy to ensure that the collapse cannot be
stabilized by angular momentum conservation.

【左】WISE衛星による中間⾚外線画像
(Blue=3.4mic, Cyan 4.6 mic; Green 12 mic, 
R=22 mic)  
 【右】SPHシュミレーションによる柱密度分布; 
（電離のみを考慮したフィードバック⼊り）  
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Fig. 2.— Temperature relation in density and radius of SPH particles and a 2-d projection showing the temperature increase at the edges
of the simulation at time-step 122 (6.109Myr).

2.2.1. Method c1 — Neutral SPH Particles in Box

While the D14 SPH simulations have high-mass stellar
feedback mechanisms implemented, the simulations do
not take into account the dust heating from the stars.
In D14 SPH simulations, the external heating through
the di↵use Galactic radiation field is approximated by
the Larson (2005) EOS8 rather than just an isothermal
approximation. The EOS contains the following regimes
(following Equation 1 and Figure 1 of Dale et al. 2012):

• line cooling processes

P ⇠ ⇢

3/4 (6)

8 ⇢ < 5.5⇥ 10�19 g cm�3

• dust cooling processes

P ⇠ ⇢

1.0 (7)

8 5.5⇥ 10�19 g cm�3
< ⇢ < 5.5⇥ 10�15 g cm�3

,

where P is the gas pressure and ⇢ the gas density. Since
in the ideal gas approximation (see Feynman 1977), the
pressure P always follows

P = Nk

B

T/V = ⇢k

B

T/m

p

⇠⇢T, (8)

with gas particle number N , the Boltzmann constant k
B

,
the gas temperature T , the gas particle mass m

p

and the
gas Volume V , we can also express the line cooling term
from Eq. 6 as a power-law of density ⇢ and temperature
T :

P ⇠ ⇢T ⇠ ⇢

3/4!⇢ ⇠ T

�4
. (9)

At high densities, dust cooling is assumed to dominate
and the EOS becomes isothermal with Tiso = 7.5K. The
densities in large parts of the cloud are low enough that
the gas and dust should not be well coupled thermally.
In Figure 2(a), we have plotted temperature ver-

sus density for time-step 122 (at 6.109Myr) of run I
1.341Myr after switching on high-mass stellar feedback
(c. f. Table 1). Points regardless of color (blue, red and
black points together) represent all 106 SPH particles of
run I. The red and black points represent SPH particles

8 The EOS has been adjusted by the D14 SPH simulations of
intermediate clouds to recover a Jeans mass MJeans of 0.5M�.

which lie within our selected box of 30 pc width. The
red points are (partly or fully) ionized particles (c. f. with
Dale et al. 2012, 2007) within the box. The horizontal
line at 104 K shows all the fully ionized SPH particles.
The other red points are partly ionized and lie within the
selected box. The black points are neutral SPH particles
in the selected box. The state of these neutral particles
is described by the EOS which is describing the depen-
dency of density and temperature (diagonal line: Eq. 6,
Eq. 8, Eq. 9; horizontal: Eq. 7).
In this work, we will use a dust radiative transfer code,

therefore we will only use SPH particles in the box which
are completely neutral since dust gets destroyed during
the ionization process (Diaz-Miller et al. 1998). Here-
after, we call the clipping for size and only neutral SPH
particles, resulting in the black particles in Figure 2(a),
method c1.

2.2.2. Method c2 — Neutral SPH Particles in Box &
Temperature Limit

In Figure 2(b), we can see that the SPH temperature
increases with radius from the center of the simulation.
Hot ionized particles (cyan) move to larger radii, but
SPH particles that still follow the EOS also have higher
temperatures at larger radii. This is a result of the EOS,
since the density decrease with radius in the centrally-
condensed clouds. These can also be seen in Figure 2(b)
and the 2-d temperature plot of Figure 2(c), where we
only plot the black sample of Figure 2(a,b). The max-
imum temperature at the boundary of the box at this
time-step lies around 400K.
The SPH temperature of neutral particles in the box is

lower than the typical dust sublimation temperature of
1600K (e. g. Whitney et al. 2003), but much higher than
the expected ambient dust temperature around a star-
forming region of about 18K (see Paper II). We explore
further temperature cuts of the line cooling part of the
EOS. Hereafter, we call the clipping in size using only
neutral particles, and removing particles above a certain
threshold temperature clipping, method c2. Note that
method c2 is the same as c1, but additionally particles
above a certain threshold temperature are removed.

2.2.3. Results — Pre-processing

In Figure 3, we show the temperature histogram of
neutral particles with a box of 30 pc of the four time-

密度

温度 温度

シュミレーション 
エッジからの動径距離

Synthetic Star-forming Regions - I. Reliable Mock Observations from SPH Simulations 7

Fig. 3.— Temperature histogram of neutral SPH particles for time-step 024 (3.576Myr), 032 (4.768Myr), 072 (5.364Myr) and 122
(6.109Myr). Feedback gets switched on after time-step 32. The sharp spikes at 7.5K are SPH particles in the isothermal phase.

(115358), which lost all its material due to a close-by ion-
izing source; all profiles of all sources are displayed in the
online extension of Figure 5. Red vertical lines highlight
the distance of nearby accreting sink particles, while blue
lines highlight nearby sink particles in the ionizing bub-
ble. We can see that accreting sources can cause a radial
trend in the distribution of the SPH particles, which can
be seen very clearly for sink particle 110753 directly in
Figure 5 (middle), but also for the density peaks in the
density profile at 1 pc distance of sink particle 11640 in
Figure 5 (middle) and of sink particle 110753 in Figure 5
(left).
Ionizing sources create (large) voids in the profile (for

115358 about 0.6 pc). Physically, this void represents
ionized low-density bubbles around the ionizing stars.
Since there is a low-density region around the ionizing
sink particles, very few SPH particles are located close
to the other sink particles in the ionizing bubble. For
example, the closest SPH particle to sink particle 115358
is about 0.6 pc away.
The Voronoi cells around the sink particles are cre-

ated by distant SPH particles beyond the bubble which
have a higher density than the bubble. When ionizing
sources are present in the particle-based simulation, ar-
tificial large density cells can be avoided by putting ad-
ditional sites at the positions of the sink particles. Here-
after, we will refer to this method as site method s2,
which combines sites at the position of the SPH particles
and the sink particles.
When adding sites at the position of the sink parti-

cles, we can reproduce the low-density bubbles around
the ionizing sink particles. And hence, the size of high-
density cells reaching inside the bubbles is truncated. In
Figure 4(b), we show this e↵ect for sink particle 11640
and sink particle 197247, which have ionizing bubbles
close-by.

3.2.3. Method s3 — Sites at SPH Particle & Sink Particle
Position & Circumstellar Sites

When inspecting Figure 4(b), we see that there are
still some large high-density cells relatively close to the
accreting sink particles, which is partly due to lack of
resolution of the SPH simulation. Adding additional cir-
cumstellar sites around the accreting sink particles in-

creases the resolution around the accreting sink particles
and minimizes the artificial high-density cells as can be
seen in Figure 4(c). Hereafter, site method s3 combines
sites at the position of SPH particles, the sink particle
position and the circumstellar sites around accreting sink
particles.
On average, the distance between an accreting sink

particle and the closest SPH particle is 0.01 pc which is
about 2000AU as can be seen for the accreting sink par-
ticles 11640 and 110753 in Figure 5 (left, middle). Con-
cretely, in the method s3 set-up, the position of the sites
is constructed using a constant probability distribution
function (PDF) (for more details, see Appendix B and
Press et al. 1992) in log-space of radius:

r=10⇠[log10 r

max

�log10 r

min

]+log10 r

min

, (10)

with r

min

= 10�4 pc and r

max

= 10�1 pc. The angles ✓

and � are spaced isotropically within the sphere:

✓=arccos (2⇠ � 1) (11)

�=2⇡⇠. (12)

Once we set the circumstellar sites of method s3 in this
way, we can approximate the density gradient of the en-
velope more smoothly. This will be discussed in more
detail in Section 5.1.

3.2.4. Results — Voronoi Sites

In this section, we already explained in detail di↵erent
methods of how to distribute the sites in a Voronoi mesh
with a particle-based code as input. Site distribution
method s3, with sites at the neutral SPH positions, at
the sink particle positions and circumstellar sites around
the accreting sink particles, can increase the resolution
and remove artifacts from the particle to mesh transition.
This is why we highly recommend distributing sites in
this manner. We found that the number of circumstellar
sites Ncirc ⇡ 1000 is a good estimate to increase resolu-
tion around the sink particles but not create too many
cells, which might slow down computation for the steps
described in the next sections. In the remainder of this
paper, we explicitly use the site distribution method s3.

neutral SPHの時間進化(右パネルへ）ごとのTの頻度分布

フィードバック 
を⼊れた時刻

フィードバックあり
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ABSTRACT

We use a large data-set of realistic synthetic observations (produced in Paper I) to assess how
observational techniques a↵ect the measurement physical properties of star-forming regions. In this
part of the paper series (Paper II), we explore the reliability of the measured total gas mass, dust
surface density and dust temperature maps derived from modified blackbody fitting of synthetic
Herschel observations. We found from our pixel-by-pixel analysis of the measured dust surface density
and dust temperature a worrisome error spread especially close to star-formation sites and low-density
regions, where for those ”contaminated” pixels the surface densities can be under/over-estimated by up
to three orders of magnitude. In light of this, we recommend to treat the pixel-based results from this
technique with caution in regions with active star formation. In regions of high background typical
in the inner Galactic plane, we are not able to recover reliable surface density maps of individual
synthetic regions, since low-mass regions are lost in the FIR background. When measuring the total
gas mass of regions in moderate background, we find that modified blackbody fitting works well
(absolute error: +9%; �13%) up to 10 kpc distance (errors increase with distance). Commonly, the
initial images are convolved to the largest common beam-size, which smears contaminated pixels over
large areas. The resulting information loss makes this commonly-used technique less verifiable as now
�2-values cannot be used as a quality indicator of a fitted pixel. Our control measurements of the total
gas mass (without the step of convolution to the largest common beam size) produce similar results
(absolute error: +20%; �7%) while having much lower median errors especially for the high-mass
stellar feedback phase. In upcoming papers (Paper III; Paper IV) of this series we test the reliability
of measured star-formation rate with direct and indirect techniques.

1. INTRODUCTION

The gas in molecular clouds sets the scene for the star
formation process and is the initial ingredient of stars.
The fundamental properties of the gas and dust are the
total mass M

gas

, the dust surface density ⌃dust

⇢

, the dust
temperature T

dust

and the dust-to-gas ratio. All these
parameters are in some sense essential to recover infor-
mation about the star-formation process. For instance,
the di↵erent morphological features of the gas and dust
in star-forming regions can be studied from the 2-d pro-
jection maps (e. g. ⌃dust

⇢

) and also through log-scaled
column density histograms, referred to as column den-
sity probability distribution functions (N-PDF). The
N-PDFs are constructed from dust surface density maps
⌃dust

⇢

. For more details, see the reviews of André et al.
2014 and Padoan et al. 2014 and also examples for ob-
servational application by Kainulainen et al. (2013) or
Lombardi et al. (2015).
Recently, column density maps have also been com-

pared to hydrodynamical simulations (e. g. Roccatagli-
ata et al. 2015, Smith et al. 2014, Smith et al. 2013),
where also substructures such as filaments and cores can
be studied.

cmk8@st-andrews.ac.uk

1.1. Dust & Gas Property Measurement Techniques

The fundamental properties of the gas and dust can be
calculated in several di↵erent ways:

• Line Gas Tracers
The gas properties in a region can be calculated di-
rectly through techniques that make use of gas trac-
ers. For instance, the total gas mass M

gas

can be
measured dynamically by relating observed spec-
tral line widths to virial masses. Volume densities
can be estimated when observing spectral line tran-
sitions that are primarily stimulated in dense re-
gions above a certain density threshold. For more
information about techniques which measure the
gas properties directly, see the reviews of Bolatto
et al. (2013) and Bergin & Tafalla (2007) as well as
the work by Shirley (2015) and Bertoldi & McKee
(1992) (Appendix).

• Optical Depth
The total gas mass M

gas

of close-by regions can be
calculated from the measured optical depth ⌧

⌫

of
a star-forming region. With the optical depth ⌧

⌫

,
the dust column density ⌃dust

⇢

can be extracted and
converted to a gas column density ⌃gas

⇢

using an as-
sumed dust-to-gas ratio. When the distance D is
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Paper Iで報告した, SPH計算による膨⼤なデータの「観測」(synthetic observations)を⾏い、実際の天体から導かれ
る物理量が如何に観測⼿法に依存するかを評価した。本論⽂(Paper II)では、ハーシェル衛星による多波⻑データを画
像ピクセルごとにSED fittingする解析から得られる、ガスの全質量、ダスト熱輻射の⾯密度およびダスト温度の信頼
性を論じる。我々の解析によると、画像ピクセルごとのSED解析から得られる、ダストの⾯密度およびダスト温度に
は、worrisomeな誤差が避けられない。この問題は、とりわけ、星形成領域に隣接する程密度領域で顕著であり、こ
のような領域では最⼤で３桁も過⼩もしくは課題評価する恐れがある。したがって、星形成が特に盛んな領域に対す
る、画像ピクセルごとのSED解析は慎重に⾏うべきである。銀河⾯によく⾒らえる柱密度の⾼い領域、とくに低質量星
形成領域については、遠⾚外線背景光をほとんど評価できないので、信頼できる柱密度推定は不可能であると結論せざ
るをえない。moderate背景放射の場合、距離10 kpcほどまでの領域ならば、10%ほどの精度で柱密度推定が可能で
ある。通常なされる多くの多波⻑データ解析では、もっとも空間分解能の悪い観測のビームサーズにすべてのデータ
セットをそろえることが多いが、この処理によって、空間分解能の良い観測データはピクセル内で情報が空間平均され
てしまうので、この解析によってな発⽣する誤差を⾒積もることには、そもそも⼤きな困難がある。そこで、⼤質量星
からのフィードバック機構が効くような領域について、適当なコントールサンプルをつくり、適当な誤差を与え、天体
観測と汎⽤解析が、理論計算をどれほど再現できるかを「観測」(synthetic observations)した。

Synthetic Star-forming Regions - II. Verifying Dust & Gas Measurements with Modified Blackbody Fitting 5

Fig. 1.— Dust surface density maps from left to right: intrinsic map from the SPH simulation, measurement for 3 kpc distance (D1)
and resolution version R2 and R3, measurement for 10 kpc distance (D2) and resolution version R2 and R3. The white contours show the
�2 � 5-contour.

that a variable � and a variable dust-to-gas ratio
is beneficial to explore local variations of the dust,
but as described in Kelly et al. (2012), this has to
be done with caution.

In this paper, we will perform a di↵erent approach,
because it is also possible to use pre-computed
opacities of dust models rather than the fitted func-
tion (as Eq. 8). We choose the dust opacity 

⌫

from
the same model used to create the synthetic obser-
vations: Draine & Li (2007) dust including poly-
cyclic aromatic hydrocarbon (PAH) molecules (see
Paper I). However, the Draine & Li (2007) dust has
three components i with di↵erent opacities 

⌫

(i)
and di↵erent abundance ratios f

i

. Therefore, we
estimate an abundance-weighted average.

̄
⌫

=
3X

i=1


⌫

(i)f
i

(9)

Further, we choose the constant dust-to-gas ratio
of dust

gas

= 0.01, used in Paper I to produce the syn-
thetic observations.

• Fitting
We apply the above described formalisms of the
technique of modified blackbody fitting (Eq. 5)
using a non-linear least-square fitting function in
Python (scipy.optimize.curve fit: Jones et al.
2001–). We produced results for our realistic syn-
thetic observations both with B2 and without the
combined background B1. We also derive the cor-
responding gas masses M

gas

following Eq. 6.

• Quality of Modified Blackbody Fit
To quantify the quality of the measured (fitted)
parameters ⌃dust

⇢, measured

and T dust

measured

, we evaluate

the �2-value3 (see Press et al. 1992) in every pixel
(c. f. Eq. 4):

�2⇡
X

⌫

[log
10

(⌃
B,⌫

) (10)

� log
10

�
⌃dust

⇢, measured

̄
⌫

B
⌫

(T dust

measured

)
�⇤

2

The constructed �2 maps can than be used to clip
away unreliable pixels from the gas mass evalua-
tion. In Figure 1 we show the intrinsic dust surface

3 Note that since we do not include the uncertainties, this is not
technically a �2 value, but for simplicity we will use this notation
in the remainder of this paper.

from the simulation and the measured dust surface
density at 3 kpc and 10 kpc for the di↵erent resolu-
tion versions. The white contours show the �2 > 5-
contour. In Section 5 we go into more detail about
the �2-analysis and the e↵ects of the two di↵erent
resolution versions R2 and R3 are discussed.

We note that for our analysis, we assume the correct
distance D, optical extinction A

V

and dust-to-gas ratio
dust

gas

and a comparable dust opacity ̄
⌫

is picked because
we want to test the accuracy of the pixel-by-pixel modi-
fied blackbody fitting algorithm alone. In reality, each of
these quantities will produce additional systematic un-
certainties.

4.1. Solely Measurements of the Real Background Patch

We used the above described method in a real-
observations test-case on the 5 Herschel observations
of the empty background patch4, which was combined
with the synthetic images and resulting in the dataset
B2 in Paper I. We extract reasonable results for the am-
bient temperature in the Galactic plane. In Figure 2,
we present as an example the SPIRE 500 µm emission
(Hi-GAL survey: Molinari et al. 2010) and the extracted
dust temperature and dust surface density of the patch
(` = 17.�191 28, b = 0.�619 685 87, width 0.�575). We
found a dust surface density above 10�3 g cm�2 and an
average temperature of about 18K. For this reason, we
used T

iso

= 18K in Paper I which is essential necessary
to produce our realistic synthetic observations. For more
details see Paper I.

4.2. Measurements of Synthetic Images

For the realistic synthetic observations combined with
a background (B2: for more details, see Paper I), we
could not perform measurements for the dust surface
density or the temperature of the synthetic star-forming
region because the chosen background within the Galac-
tic plane was too high to disentangle the emission of the
synthetic star-forming region (see Figure 15 in Paper I).
This is due to the fact that the D14 simulated star-

forming region does not have enough mass to pro-
duce dominant emission within the Galactic plane at
the longer wavelengths (from SPIRE 250µm to SPIRE
500 µm; c. f. with Figure 15 in Paper I). However, if the
synthetic observations were combined with a background

4 The Herschel images are from the Herschel Infrared Galac-
tic Plane Survey (Hi-GAL) and the data reduction pipeline is de-
scribed in Molinari et al. (2016).

ダスト⾯密度：SPH計算結果(左) D１の２枚は距離3 kpc,            右の２枚は距離10 kpc



⻩⾊の星：降着中の原始星, ⻘で⽩抜きの星：電離ガスのバブル内の星; ⽩コントア：Chi^2 >5 

10 Koepferl, Robitaille, Dale

Fig. 6.— Diagnostic maps of measured and intrinsic values for dust surface density, dust mean densities and dust temperatures. Upper
two rows for distance D1 at 3 kpc and lower two rows for distance D2 at 10 kpc. Yellow stars are the projected positions of young, accreting
stars while blue stars are stars inside the ionized bubble. �2 > 5-contours are plotted in white. Displayed is the result for version R3,
version R2 will be available as online figure.

12 Koepferl, Robitaille, Dale

Fig. 8.— Pixel-by-pixel analysis of the intrinsic properties and measured properties in dust surface density, dust density and dust
temperature for distance D1 at 3 kpc. The dashed black lines mark the median value in x and y with the corresponding values. Displayed
is the result for version R3, version R2 will be available as online figure.
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ABSTRACT

Through an extensive set of realistic synthetic observations (produced in Paper I), we assess in this
part of the paper series (Paper III) how the choice of observational techniques a↵ects the measurement
of star-formation rates (SFRs) in star-forming regions. We test the accuracy of commonly used
techniques and construct new methods to extract the SFR, so that these findings can be applied to
measure the SFR in real regions throughout the MilkyWay. We investigate di↵use infrared SFR tracers
such as those using 24 µm, 70 µm and total infrared emission, which have been previously calibrated for
global galaxy scales. We set up a toy model of a galaxy and show that the infrared emission is consistent
with the intrinsic SFR using extra-galactic calibrated laws (although the consistency does not prove
their reliability). For local scales, we show that these techniques produce completely unreliable results
for single star-forming regions, which are governed by di↵erent characteristic timescales. We show
how calibration of these techniques can be improved for single star-forming regions by adjusting the
characteristic timescale and the scaling factor and give suggestions of new calibrations of the di↵use
star-formation tracers. We show that star-forming regions that are dominated by high-mass stellar
feedback experience a rapid drop in infrared emission once high-mass stellar feedback is turned on,
which implies di↵erent characteristic timescales. Moreover, we explore the measured SFRs calculated
directly from the observed young stellar population. We find that the measured point sources follow
the evolutionary pace of star formation more directly than di↵use star-formation tracers.

1. INTRODUCTION

In a star-forming region, gas is transformed into stars.
While the dominating driving mechanisms and the im-
pact of the di↵erent stellar feedback mechanisms are still
debated in the field, there are di↵erent approaches among
researchers to address these questions: In the observa-
tional approach, the characteristic observable properties
of star-forming regions are used to study and compare
di↵erent regions in an attempt to disentangle the domi-
nant driving mechanisms of star formation. In the theo-
retical approach, (magneto-)hydrodynamical simulations
(e. g. SPH: smoothed particle hydrodynamics) study the
formation processes of star-forming regions. However, in
state-of-the-art simulations of star-forming regions the
total SFR is always too high and some simulations fail
to reproduce the correct distribution of stellar masses
when comparing with observations (c. f. Krumholz et al.
2012, Krumholz et al. 2011, Urban et al. 2010, Bate 2009
and also Dale & Bonnell 2011; Dale et al. 2012, 2013a,b,
2014, referred to as D14 SPH simulations). Di↵erent im-
plementations of stellar feedback, such as ionization and
winds, help to suppress star formation and the accretion
mechanism, however, these mechanisms do not restrain
star formation enough (c. f. Bate 2014, Federrath et al.
2014, Hansen et al. 2012, and also D14 SPH simulations).
For more detail about high-mass stellar feedback and its
implementation, see the review of Dale (2015).

cmk8@st-andrews.ac.uk

The measured star-formation properties are the obser-
vational benchmark between reality and theory. Exam-
ples of properties include the total gas mass M

gas

and
the total stellar mass M⇤ in a star-forming region (as
summarized by Dale et al. 2014). The property which
connects stellar mass and total gas mass is the e�ciency
of the transition from gas to stars and can be expressed
by the star-formation e�ciency (SFE) at a certain time
t:

SFE(t)=
M⇤(t)

M⇤(t) +M
gas

(t)
. (1)

Another important physical property defining a star-
forming region is the rate at which it forms stars. The
average SFR between times t

0

and t is defined as:

SFR(t)=
M⇤(t)�M⇤(t0)

t� t
0

=
M⇤(t)�M⇤(t0)

�t⇤
, (2)

where �t⇤ = t � t
0

is the characteristic timescale over
which the SFR is measured. There exists a large variety
of tracers to measure the SFR. Each technique probes
star formation within a certain characteristic timescale
�t⇤, which varies from tracer to tracer. One can divide
the di↵erent techniques into two categories:

1. Indirect Techniques
Young high-mass stars ionize the material around
them with X-ray and ultra-violet (UV) radiation.
This process can be used to trace star formation in
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ABSTRACT

Through an extensive set of realistic synthetic observations (produced in Paper I), we assess in this
part of the paper series (Paper III) how the choice of observational techniques a↵ects the measurement
of star-formation rates (SFRs) in star-forming regions. We test the accuracy of commonly used
techniques and construct new methods to extract the SFR, so that these findings can be applied to
measure the SFR in real regions throughout the MilkyWay. We investigate di↵use infrared SFR tracers
such as those using 24 µm, 70 µm and total infrared emission, which have been previously calibrated for
global galaxy scales. We set up a toy model of a galaxy and show that the infrared emission is consistent
with the intrinsic SFR using extra-galactic calibrated laws (although the consistency does not prove
their reliability). For local scales, we show that these techniques produce completely unreliable results
for single star-forming regions, which are governed by di↵erent characteristic timescales. We show
how calibration of these techniques can be improved for single star-forming regions by adjusting the
characteristic timescale and the scaling factor and give suggestions of new calibrations of the di↵use
star-formation tracers. We show that star-forming regions that are dominated by high-mass stellar
feedback experience a rapid drop in infrared emission once high-mass stellar feedback is turned on,
which implies di↵erent characteristic timescales. Moreover, we explore the measured SFRs calculated
directly from the observed young stellar population. We find that the measured point sources follow
the evolutionary pace of star formation more directly than di↵use star-formation tracers.

1. INTRODUCTION

In a star-forming region, gas is transformed into stars.
While the dominating driving mechanisms and the im-
pact of the di↵erent stellar feedback mechanisms are still
debated in the field, there are di↵erent approaches among
researchers to address these questions: In the observa-
tional approach, the characteristic observable properties
of star-forming regions are used to study and compare
di↵erent regions in an attempt to disentangle the domi-
nant driving mechanisms of star formation. In the theo-
retical approach, (magneto-)hydrodynamical simulations
(e. g. SPH: smoothed particle hydrodynamics) study the
formation processes of star-forming regions. However, in
state-of-the-art simulations of star-forming regions the
total SFR is always too high and some simulations fail
to reproduce the correct distribution of stellar masses
when comparing with observations (c. f. Krumholz et al.
2012, Krumholz et al. 2011, Urban et al. 2010, Bate 2009
and also Dale & Bonnell 2011; Dale et al. 2012, 2013a,b,
2014, referred to as D14 SPH simulations). Di↵erent im-
plementations of stellar feedback, such as ionization and
winds, help to suppress star formation and the accretion
mechanism, however, these mechanisms do not restrain
star formation enough (c. f. Bate 2014, Federrath et al.
2014, Hansen et al. 2012, and also D14 SPH simulations).
For more detail about high-mass stellar feedback and its
implementation, see the review of Dale (2015).

cmk8@st-andrews.ac.uk

The measured star-formation properties are the obser-
vational benchmark between reality and theory. Exam-
ples of properties include the total gas mass M

gas

and
the total stellar mass M⇤ in a star-forming region (as
summarized by Dale et al. 2014). The property which
connects stellar mass and total gas mass is the e�ciency
of the transition from gas to stars and can be expressed
by the star-formation e�ciency (SFE) at a certain time
t:

SFE(t)=
M⇤(t)

M⇤(t) +M
gas

(t)
. (1)

Another important physical property defining a star-
forming region is the rate at which it forms stars. The
average SFR between times t

0

and t is defined as:

SFR(t)=
M⇤(t)�M⇤(t0)

t� t
0

=
M⇤(t)�M⇤(t0)

�t⇤
, (2)

where �t⇤ = t � t
0

is the characteristic timescale over
which the SFR is measured. There exists a large variety
of tracers to measure the SFR. Each technique probes
star formation within a certain characteristic timescale
�t⇤, which varies from tracer to tracer. One can divide
the di↵erent techniques into two categories:

1. Indirect Techniques
Young high-mass stars ionize the material around
them with X-ray and ultra-violet (UV) radiation.
This process can be used to trace star formation in
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Fig. 1.— Averaged measured SFRs with the techniques SFR24, SFR70 and SFRIR using the total flux at 24 µm, 70µm and the total
infrared flux, respectively, in comparison with the intrinsic SFR.

from the simulation averaged over a similar timescale
ˆSFR

sim

(�t⇤ = 100Myr). However, they should match if
the technique worked accurately. We provide the mea-
sured values in Table 1 of Appendix A.

2.2. Method SFR70 — 70 µm Tracer

Based on Spitzer data, Calzetti et al. (2010) empir-
ically calibrated the SFR using the total luminosity in
70 µm above ⌫L

⌫

(70 µm) � 1.4⇥ 1042 ergs s�1:

SFR
70 µm(�t⇤ = 100Myr)

M� yr�1

=5.88⇥ 10�44 ⇥ (6)

⇥⌫L
⌫

(70 µm)

ergs s�1

.

Note that here we will use PACS 70µm to estimate the
SFR

70 µm(�t⇤ = 100Myr) with Eq. 6 and again test the
SFR70 for luminosities below 1039 ergs s�1. We show
the results again in Figure 1 (black symbols in mid-
dle panel). We can see that the di↵erence between the
measurement with combined background (black dots)
and the background-free measurements (black stars) is
larger than for the method SFR24. This is again due
to the high background of the Galactic plane (as ex-
plained in Paper II) and a result of the non-uniform back-
ground during background correction. Again, similarly
to what we found for the SFR24 technique, the mea-
sured SFR

70 µm(�t⇤ = 100Myr) is two orders of magni-
tude higher than the expected value from the simulation
ˆSFR

sim

(�t⇤ = 100Myr). We provide the measured values
in Table 1 of Appendix A.

2.3. Method SFRIR — Total Infrared Tracer

Murphy et al. (2011) derived their star-formation re-
lation from the STARBURST99 models (Leitherer et al.
1999) for the total infrared luminosity reaching from 8 µm
to 1000 µm.

SFR
IR

(�t⇤ = 100Myr)

M� yr�1

=3.88⇥ 10�44

L(IR)

ergs s�1

. (7)

We derive the total luminosity in the infrared under the
assumption that our 7 bands from ⌫

0

(IRAC 8 µm) to ⌫
1

(SPIRE 500µm) cover most of the infrared emission. We
integrate (using Simpson’s rule, see Bronstein et al. 2005,
Press et al. 1992) to calculate the flux density F corr

⌫

(�):

L(IR)=

⌫1Z

⌫0

d⌫F corr

⌫

(�) (8)

With the total infrared luminosity L(IR), we use Eq. 7
to derive the SFR

IR

(�t⇤ = 100Myr) for our set of syn-
thetic observations. Again, in Figure 1 (right panel),
we compare the measurements (black) with the values
from the simulations (red). Again the measurements
with combined background (black dots) are higher due
to the complex background. The o↵set is comparable
to the technique SFR70 because Herschel bands with
high background have been used (see Paper II). For the
background-free measurements (black stars), the simu-
lation spread is again larger, which is due to the MIR
parts of the total infrared flux (see SFR24 and SFR70).
Overall, the technique SFRIR produces values of the
SFR

IR

(�t⇤ = 100Myr) which are up to three orders of
magnitude higher than the simulated rate ˆSFR

sim

(�t⇤ =
100Myr). We provide the measured values in Table 1 of
Appendix A.

3. CHOOSING CHARACTERISTIC TIMESCALES

From the measured SFRs in Figure 1, we can see that
the techniques above drastically over-predict the intrinsic
SFR from the D14 SPH simulations when compared on
the same timescale. However, as mentioned before, the
techniques SFR24, SFR70 and SFRIR were designed for
whole galaxies or large regions of galaxies where the star-
formation sites are averaged out. The assumed charac-
teristic timescales are longer, (e. g. �t⇤ = 100Myr: Ken-
nicutt & Evans 2012; Murphy et al. 2011; Calzetti et al.
2010; Rieke et al. 2009), since they are related to the life-
time of high-mass stars. For the ”observed” star-forming

4 Koepferl, Robitaille, Dale

1.3. Outline

With these realistic synthetic observations, which are
directly comparable to real observations, we can start
our analysis of star-formation dust tracers. The reliabil-
ity of three di↵erent di↵use star-formation dust tracers
will be explored on local scales in Section 2. In Section 3
we calibrate these relations with di↵erent characteristic
timescales and we set constrains for these star-formation
tracers on global scales. We provide a new indirect re-
lation between the luminosity and the stellar mass in
Section 4. In Section 5, we present insights of the proto-
stellar counting of our synthetic point sources. In Sec-
tion 6, we discuss the biases of star-formation properties
before we summarize in Section 7. In a follow-up pa-
per (Koepferl et al., in preparation, referred to as Paper
IV), we will present a detailed parameter study of our
synthetic point-source catalogues and the resulting SFR.

2. DIFFUSE STAR-FORMATION TRACERS

There exist a variety of indirect di↵use infrared SFR
tracers which use the total flux in certain bands to de-
rive the SFR. For a detailed review, see Kennicutt &
Evans (2012) or Calzetti (2013) or Section 1. These
techniques, which use tracers in the infrared continuum,
rely on the assumption that young high-mass stars emit
strongly at UV wavelengths, which is then completely
absorbed by the dust, and then completely re-emitted in
the infrared. Di↵use infrared star-formation tracers as-
sume further that the flux originates from all high-mass
stars formed since a certain timescale �t⇤. The shortcom-
ing here is that the radiation of the majority of smaller
stars is neglected.
The di↵use techniques use the total flux in a certain

observed band with wavelength �. The conversion from
total flux, hence total luminosity ⌫L

⌫

(�), to SFR always
follows the same pattern (see Kennicutt & Evans 2012):

SFR
�

M� yr�1

=a

✓
⌫L

⌫

(�)

ergs s�1

◆
b

(3)

In order to get the total luminosity ⌫L
⌫

(�) in a cer-
tain band (e. g. MIPS 24µm), we calculate the total flux
⌫F

⌫

(�) of the respective realistic synthetic observations.
For this and upcoming photometric calculations in this
paper, we use the FluxCompensator; for a more de-
tailed description, see Paper FluxCompensator. Follow-
ing Paper II, we correct for the background emission and
deredden with the same optical extinction A

V

as before.
The resulting corrected total flux ⌫F corr

⌫

(�) is in units of
ergs s�1 cm�2. In the respective band, the total luminos-
ity can then be estimated with the measured distance D,
where we assume again the correct distance, as in Paper
II and set in Paper I.

⌫L
⌫

(�)=4⇡D2⌫F corr

⌫

(�) (4)

While there are many relations to infer the SFR from
di↵use tracers, in what follows, we will limit ourselves to
only test the accuracy of the techniques1 using dust trac-

1 In this paper, we tested the techniques developed by Murphy
et al. (2011), Calzetti et al. (2010) and Rieke et al. (2009) to infer
the SFR from the infrared flux. However, there exist a vast variety
of similar techniques & calibrations (c. f. Pannella et al. 2015;
Leroy et al. 2013, 2012, 2008; Wuyts et al. 2011).

ers, which have been summarized in the review of Kenni-
cutt & Evans (2012) and are commonly used in the com-
munity (e. g. Barnes et al. in preparation; Crocker et al.
2011; Yusef-Zadeh et al. 2009). Note that these tech-
niques have been developed by and for the extra-galactic
community, hence for entire galaxies, and assume charac-
teristic timescales of �t⇤ = 100Myr (Kennicutt & Evans
2012; Murphy et al. 2011; Calzetti et al. 2010; Rieke et al.
2009). These techniques have not yet been tested su�-
ciently for (smaller, local) individual regions. Therefore,
we analyze the reliability of these techniques in this sec-
tion.
In Figure 1, we plot the intrinsic instantaneous SFR di-

rectly from the simulation (red solid curve), which we call
SFR

sim

(�t⇤ = �t) from now on, since it was calculated
with the star-formation timescale �t⇤ equal to the time-
step of the simulation �t. To compare it to the mea-
sured techniques, which follow characteristic timescales
of �t⇤ = 100Myr, we convolve (see Press et al. 1992)
SFR

sim

(�t⇤ = �t) with a normalized top-hat function
(see Bronstein et al. 2005) of width 100Myr2. The re-
sulting convolved function (red dashed curve), hereafter
called ˆSFR

sim

(�t⇤ = 100Myr), is around three orders of
magnitude lower since �t/�t⇤ = 149 000 yr/100Myr ⇡
10�3.

2.1. Method SFR24 — 24 µm Tracer

Rieke et al. (2009) empirically calibrated a SFR-to-
luminosity relation of 24 µm emission:

SFR
24 µm(�t⇤ = 100Myr)

M� yr�1

=2.03⇥ 10�43 ⇥ (5)

⇥⌫L
⌫

(24 µm)

ergs s�1

,

which they found to be valid within 2.3⇥ 1042 ergs s�1 
⌫L

⌫

(24 µm)  5.0⇥ 1043 ergs s�1. Nevertheless, we will
use this technique for synthetic observations with a total
flux less than 1040 ergs s�1 to test whether the SFR24
technique can be used for single star-forming regions.
Using Eq. 5, we derive the SFR

24 µm(�t⇤ = 100Myr)
for our set of synthetic observations in MIPS 24 µm for
every time-step. We present the results when combining
with a background (black dots) and without background
(black stars) in Figure 1. Note that we averaged all val-
ues of di↵erent orientations, distances and circumstellar
set-ups to one value per time-step because the total flux
is very similar between all cases. We highlight the devia-
tion, which is due to optically thick regions for di↵erent
orientations and slight flux deviations, due to the di↵er-
ent circumstellar set-ups, by black error-bars.
In Figure 1 (left panel), we can see that the SFR24

technique produces similar results for the measurements
of the synthetic observations with a combined back-
ground (black dots) and without a background (black
stars). The fact that the SFR

24 µm(�t⇤ = 100Myr)
for the models including the background is higher is
likely due to an incomplete subtraction of the non-
uniform background. Nevertheless, the measured values
are up to three orders of magnitude higher than the rate

2 The top-hat function is not symmetric and evaluates at every
point the average over the last 100Myr.

銀河研究で⽤いられているSFR

には、特徴的な時間尺度があり、これは 
通常、δt* = 100 Myrが仮定される。 
⼀⽅、銀河スケールのSFRの計算にはlocal 
な星形成が考慮されることはほとんどない。 
なので、あいだをつなぐ研究が必要。 

 観測的銀河研究で、SFRを推定するとき、 
代表的な⽅法として、24mic, 70mic, and 
total IR光度から求めらることが多い。例え
ば、24mic光度とのスケール則は、 

【上の図】 
⾚は「δt* = 100 Myrの瞬間」ごとのintrinsicなSFR(計算値)、 
星印は背景光なしの場合、 
下部の⾚い点線が銀河全体での換算値：通常観測されるSFR 
に相当 
縦の点線はmassive starのfeedbackを⼊れた時刻

【結果】 
「δt* ごとの瞬間SFR」値と「通常観測されるSFR」の３桁 
のギャップ：「They should match if the technique worked  
accurately.」としか説明ない。 
３つのSFR推定法に顕著な差なし。
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Fig. 2.— Instantaneous rate SFRsim(�t⇤ = �t) from the simulation (red dots), rate convolved with di↵erent characteristic timescales �t⇤
(yellow to red) and the scaled measured emission (black stars). Numbers on top represent the time-step IDs and vertical lines highlight
the time-step of the simulations when feedback was switched on.

3.2. Calibration for Small Scales

From Section 2.1 to Section 2.3, we showed
that the measured values SFR

24 µm(�t⇤ = 100Myr),
SFR

70 µm(�t⇤ = 100Myr) and SFR
IR

(�t⇤ = 100Myr)
from the techniques SFR24, SFR70 and SFRIR, respec-
tively, cannot reproduce the actual rate ˆSFR

sim

(�t⇤ =
100Myr) of the simulation on a size-scale of 30 pc. In
Section 3.1, we showed however that for global scales
which are governed by timescales of 100Myr, the tech-
niques work within the loose physical boundaries but re-
quire further investigation. In this section, we investigate
whether the SFR24, SFR70 and SFRIR techniques could
be improved for smaller scale star-forming regions.
In Figure 1, we saw a mismatch of the measured prop-

erties (black) and simulated properties (red). The di↵er-
ence is due to two e↵ects:

1. The vertical scaling is o↵, which is due to the scal-
ing factor a from Eq. 3. This factor needs to be
adjusted when measuring on smaller scales.

2. The shape of the measured and simulated function
di↵ers. A di↵erence of shape is due to a di↵erence
of timescale. On the scale of this individual region,
the MIPS 24 µm emission appears to increase over
1Myr before stabilizing due to the onset of high-
mass stellar feedback.

In order to explore how we might achieve a better agree-
ment, we again (see Bronstein et al. 2005; Press et al.
1992) convolve the intrinsic rate SFR

sim

(�t⇤ = �t) with
normalized top-hat functions of timescales �t⇤, reaching
from 0.1Myr to 5.0Myr, to reproduce the shape of the
measured emission. We then vary the scaling factor a

�

for every measurement technique until a good fit between
the convolved rate ˆSFR

sim

(�t⇤), at the new timescale �t⇤,
and the measured emission is reached.
In Figure 2, we show the SFR

sim

(�t⇤ = �t) (red dots)
from the simulation and the convolved counterparts for
di↵erent characteristic timescales �t⇤. We highlighted
the best fit of the convolved function ˆSFR

sim

(�t⇤) and

the scaled emission a
24 µm⌫L⌫

(24 µm), a
70 µm⌫L⌫

(70 µm)
or a

IR

⌫L(IR) as a thick line. Our fitted parameters for
�t⇤ and a

�

are:

a
24 µm = 7⇥ 10�45 �t⇤ ⇡ 1.0Myr (26)

a
70 µm = 3⇥ 10�45 �t⇤ ⇡ 4.5Myr (27)

a
IR

= 1⇥ 10�44 �t⇤ ⇡ 0.3Myr. (28)

Nevertheless, when inspecting Figure 2, one can
see that it is challenging to pin-down a characteristic
timescale, since for simulation time-steps where high-
mass stellar feedback is present, the region is governed
by di↵erent physical processes which also suppress the
emission at later times.

4. EVOLUTION OF THE EMISSION

As noted in Section 3, we ”observe” a drop in emis-
sion once the high-mass stellar feedback is switched-
on. In Figure 3, we plot the evolution of the emission
⌫L

⌫

(24 µm), ⌫L
⌫

(70 µm) and the total infrared luminos-
ity L(IR) versus the stellar mass M⇤. Since the points
are equally spaced in time, we can see that the infrared
emission increases steeply with increasing stellar mass in
very few time-steps before (black) the stars start to ion-
ize. Afterwards (red), the emission actually goes down
with slightly increasing mass over many time-steps. We
can see this evolution equally for the two monochromatic
emissions in the MIR and FIR and also for the total in-
frared emission. We tried to quantify the change in emis-
sion of the two di↵erent episodes through a power-law fit
of the following function:

L

ergs s�1

= b

✓
M sim

⇤
M�

◆
c

(29)

We found from the ”observed” set of synthetic observa-
tions that for regions where no high-mass stellar feedback
is present, the emission versus stellar mass relation is rep-
resented very well by a power-law. The parameters for

【上の図から銀河研究へのレッスン】 
1.（この程度の時間刻みでは）フィードバックは⼊れたら「すぐに効く」. 
2. フィードバック効果は、24 mic (or total IR)で顕著に⾒える。24micが有利なのは星形成をそこそこ良くトレース
しつつ、円盤部のISMにはあまり感度がないから(70 micは主にdisk ISM). 

【テキストのみでなされている議論】 
分⼦雲コア-->原始星への進化でよくなされるシュミレーションの単純なアンサブルでは、銀河全体のSFRを再現でき
ない。逆に銀河研究でなされるセットアップでcloud程度のローカルSFを再現しようとそても失敗する。なので、銀河
スケールのSFとローカルSFは別スケールの現象。

【古屋メモ＆感想】 
とは⾔うもの、ローカルでおこるmassive SFのアンサブルである、フィードバック機構は明らかに銀河スケールの星形成を制御する要因のひとつになっている。磁場とcosmic rayは？
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Abstract

We observed molecular clouds in the W33 high-mass star-forming region associated with com-

pact and extended H II regions using the NANTEN2 telescope as well as the Nobeyama 45-

m telescope in the J =1–0 transitions of 12CO, 13CO, and C18O as a part of the FOREST

Unbiased Galactic plane Imaging survey with the Nobeyama 45-m telescope (FUGIN) legacy

survey. We detected three velocity components at 35 km s−1, 45 km s−1, and 58 km s−1. The

35 km s−1 and 58 km s−1 clouds are likely to be physically associated with W33 because of

the enhanced 12CO J = 3–2 to J =1–0 intensity ratio as R3−2/1−0 > 1.0 due to the ultraviolet

irradiation by OB stars, and morphological correspondence between the distributions of molec-

ular gas and the infrared and radio continuum emissions excited by high-mass stars. The two

clouds show complementary distributions around W33. The velocity separation is too large

to be gravitationally bound, and yet not explained by expanding motion by stellar feedback.

c⃝ 2014. Astronomical Society of Japan.
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c⃝ 2014. Astronomical Society of Japan.
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Fig. 2. (a) Longitude-velocity diagram of the 12COJ = 1–0 emission with the NANTEN2 telescope. The arrows indicate the four velocity components ; black

arrow : 10 km s−1, blue arrows : 35 km s−1, 45 km s−1, and 58 km s−1. The dashed box indicate the W33 region as the range of Figure 2(b). (b)

Longitude-velocity diagram of the 12COJ =1–0 emission with the Nobeyama 45-m telescope. The arrows indicate the three velocity components ; 35 km s−1,

45 km s−1, and 58 km s−1.
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Fig. 5. R3−2/1−0 maps of the (a) 35 km s−1, (b) 45 km s−1, and (c) 58 km s−1 cloud are shown in the color image. Contours show the 12COJ =3–2

emission, which was spatially smoothed 50′′. Plots are same as Figure 1. The clipping level is 8σ.

Fig. 6. Comparison of the 35 km s−1 (blue) and 58 km s−1 (red) clouds (12CO J = 3− 2 contours) with (a) the Spitzer 8 µm and (b) 24 µm image (grey

scale). Plots are same as Figure 1.
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Fig. 11. Schematic of a collision between two dissimilar clouds and cartoons position-velocity diagrams, where the gas density in the smaller cloud is much

smaller than that in the larger cloud. Different color components in the collision schematics correspond to the different color on the position-velocity diagrams.
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Fig. 12. Same as Figure 11 but for the case that the gas density in the smaller cloud is much higher than that in the larger cloud
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Fig. 11. Schematic of a collision between two dissimilar clouds and cartoons position-velocity diagrams, where the gas density in the smaller cloud is much

smaller than that in the larger cloud. Different color components in the collision schematics correspond to the different color on the position-velocity diagrams.
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Fig. 12. Same as Figure 11 but for the case that the gas density in the smaller cloud is much higher than that in the larger cloud
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⻘は35km/s雲(⼤きい雲)、⾚は58km/s(⼩さい雲)：グレイは右パネルが24ミクロン；ポンチ絵と⾊が逆なので注意
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Fig. 16. Velocity channel map of the C18O J = 1–0 emission with a velocity step of 4.0 km s−1 with Nobeyama. Contours show the VLA 90 cm radio

continuum image. Plots are same as Figure 1.

コントアは 
野辺⼭で取得 
C18O(1-0)


