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Figure 3: Distribution of the pms1 sample stars after eliminating the high latitude noise
on the lÐz plane (a) and projected onto the galacticxy plane (b).

belt are distributed along thez-coordinate signiÞcantly higher than stars.
Based on the values ofz! and h in the primed coordinate system we can introduce a

limit of |z" ! z! | < 3h, thus eliminating the high-altitude noise. We took|z" ! z! | < 200 pc,
with enough to spare. Note that with such a limit, a strip will remain in Fig. 1b, parallel
to the equator. The results are shown in Fig. 3, where we give the distribution of pms1
sample stars on thel ! z plane after noise elimination, as well as the distribution of these
stars projected onto the galacticxy plane.

Such a method is used, it seems, for the Þrst time. Usually, when studying Gould belt
stars the authors separate these stars into two layers: equatorial and tilted Ñ basically, the
Gould belt (Elias et al. 2006; Gontcharov 2019; Stothers and Frogel 1974). When using our
method in the primed coordinate system, all objects in the tilted layer are eliminated and
a mixed stellar composition remains only in the nodes. However, due tothe fact that our
sample contains a huge number of stars concentrated in associations clearly belonging to the
Gould belt, the contribution of the remaining background stars should not a! ect signiÞcantly
our determination of the kinematic parameters.

As is evident from Fig. 3b, the distribution of stars has a region of reduced density with
the center in the second galactic quadrant,l " 120#, at distancer " 150 pc. This doughnut-
shaped form is typical for the Gould belt (de Zeeuw et al.1999; Perrot and Grenier 2003).
The giant neutral hydrogen cloud called the Lindblad ring has the same shape (Lindblad
1967, 2000). One can also notice a slight condensation of stars located close to the center of
this ÒdoughnutÓ Ñ the! Per open cluster, whose age amounts to about 35 million years.

3.2 Stellar kinematics

To estimate the e! ects of intrinsic rotation and expansion/contraction of the Gould belt, we
solve a system of conditional equations (11)Ð(13) using the least squares method. We search
for a solution for the pms3 sample (which contains the most probableGould belt members),
free of high-altitude noise. The results are presented in Table 2, which consists of two parts:
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analysis of polarisation observations and summarise our Þndings
in Sect. 5.

2. Model set-up

The underlying model for our simulations is that of a protoplane-
tary disk. The volume density distribution of the gas disk is the
most widely used model in protoplanetary disk studies (e.g. Kama
et al. 2020; BrunngrŠber & Wolf 2019; Trapman et al. 2019; Cox
et al. 2017; Andrews et al. 2011). It is based on the studies by
Lynden-Bell & Pringle (1974), Kenyon & Hartmann (1995), and
Hartmann et al. (1998) and follows a power law with exponential
decay in radial direction and displays a Gaussian distribution in
the vertical direction. It is given by
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where(r, z) are the usual cylindrical coordiantes,R0 is the radius
where the gas scale heighthgasreaches the reference scale height
href, Rtrunc is the radius where the exponential decay becomes
more and more important, and! 0 is the density scaling parameter
which is given by the total disk mass.

In a protoplanetary disk, the dust grains are bound to the
movement of the gas, which make up about99 %of the total disk
mass. The strength of this coupling depends on the Stokes number
and thus mostly on the dust grain size (Safronov 1972; Cuzzi et al.
1993; Testi et al. 2014). As a result, the largest grains that exist in
the disk are more concentrated in the midplane, whereas smaller
grains may extend to the upmost layers of the gas disk. Therefore,
the dust density distribution is expected to di! er from the gas
distribution depending on the grain size. In this study, we make
use of the dust settling model presented by Dubrulle et al. (1995)
and Woitke et al. (2016):

hdust(r, s) = hgas(r ) á
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where the settling functionf (r, s) is given by
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with s being the radius and$bulk being the bulk density of the
homogeneous, compact, spherical dust grains. The strength of
the dust settling is parameterised only by#, which is equal
to the widely used viscosity parameter for so-called#-disks
(Shakura & Sunyaev 1973). The volume and surface density of
the dust,! dust(r, z) and! dust(r ), are calculated viaEq. 1andEq. 2,
respectively, with the according dust scale heighthdust(r, s). The
surface density is therefore not a! ected by the process of dust
settling.

The dust grains are composed of a mixture of62.5 %silicate
and37.5 %graphite (in mass), using the13Ð2

3 approximation for
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Fig. 1.Dust density distribution of the reference disk for three di! erent
size bins and for the entire disk, that is, the sum of all grain size bins.

parallel and perpendicular orientations of the graphite grains
(Draine & Malhotra 1993). The complex refractive indices were
taken from Draine & Lee (1984), Laor & Draine (1993), and
Weingartner & Draine (2001). The size distribution follows the
power lawn(s) # sq (Mathis et al. 1977) and is commonly used
for protoplanetary disk simulations. The number of dust grains in
the size interval[s, s+ ds] is given bynds. The minimum grain
size issmin = 5 nm and the maximum for most disk models is
smax = 1 mm; however, we also simulate one disk with a lower
maximum grain size ofsmax = 100µm. In order to account for
dust growth and settling, we divide the global size range into ten
logarithmically spaced size bins. The relative dust mass of thei th

size bin is determined by integrating the grain size distribution
over the entire volume:

Mdust,i

Mdust
=

sq+4
max,i " sq+4

min,i

sq+4
max " sq+4

min

.

These size bins are used for the calculation of the density distribu-
tion. In addition, each bin is sub-divided into 100 bins, also spaced
logarithmically, to better account for size-dependent quantities
during the simulation; these include absorption and scattering
cross-sections and the MŸller matrix, which may vary strongly
over a very small range in grain size.

The orientation of the disk is set to face-on to reduce further
impacts on the polarisation resulting from geometrical e! ects, for
instance di! erent scattering angles on the far- and near-side of the
disk (Yang et al. 2016, 2017; BrunngrŠber & Wolf 2019).

For a compilation of the model parameters, seeTable 1. The
dust mass density distribution in the (r ,z)-plane of our reference
disk model is shown inFig. 1. The upper row and the left-hand
panel of the lower row show the density distribution for di! erent
grain size bins to illustrate the dust settling. The combination of
all grain size bins is shown in the lower-right panel. In addition,
Fig. 2 shows the dust settling function over the radial distance
from the star for some size bins.

3. Results

In this section, we present the inßuence of the aforementioned disk
and dust parameters on the polarisation degree of protoplanetary
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analysis of polarisation observations and summarise our Þndings
in Sect. 5.

2. Model set-up

The underlying model for our simulations is that of a protoplane-
tary disk. The volume density distribution of the gas disk is the
most widely used model in protoplanetary disk studies (e.g. Kama
et al. 2020; BrunngrŠber & Wolf 2019; Trapman et al. 2019; Cox
et al. 2017; Andrews et al. 2011). It is based on the studies by
Lynden-Bell & Pringle (1974), Kenyon & Hartmann (1995), and
Hartmann et al. (1998) and follows a power law with exponential
decay in radial direction and displays a Gaussian distribution in
the vertical direction. It is given by
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where(r, z) are the usual cylindrical coordiantes,R0 is the radius
where the gas scale heighthgasreaches the reference scale height
href, Rtrunc is the radius where the exponential decay becomes
more and more important, and! 0 is the density scaling parameter
which is given by the total disk mass.

In a protoplanetary disk, the dust grains are bound to the
movement of the gas, which make up about99 %of the total disk
mass. The strength of this coupling depends on the Stokes number
and thus mostly on the dust grain size (Safronov 1972; Cuzzi et al.
1993; Testi et al. 2014). As a result, the largest grains that exist in
the disk are more concentrated in the midplane, whereas smaller
grains may extend to the upmost layers of the gas disk. Therefore,
the dust density distribution is expected to di! er from the gas
distribution depending on the grain size. In this study, we make
use of the dust settling model presented by Dubrulle et al. (1995)
and Woitke et al. (2016):

hdust(r, s) = hgas(r ) á
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with s being the radius and$bulk being the bulk density of the
homogeneous, compact, spherical dust grains. The strength of
the dust settling is parameterised only by#, which is equal
to the widely used viscosity parameter for so-called#-disks
(Shakura & Sunyaev 1973). The volume and surface density of
the dust,! dust(r, z) and! dust(r ), are calculated viaEq. 1andEq. 2,
respectively, with the according dust scale heighthdust(r, s). The
surface density is therefore not a! ected by the process of dust
settling.

The dust grains are composed of a mixture of62.5 %silicate
and37.5 %graphite (in mass), using the13Ð2

3 approximation for

Fig. 1.Dust density distribution of the reference disk for three di! erent
size bins and for the entire disk, that is, the sum of all grain size bins.

parallel and perpendicular orientations of the graphite grains
(Draine & Malhotra 1993). The complex refractive indices were
taken from Draine & Lee (1984), Laor & Draine (1993), and
Weingartner & Draine (2001). The size distribution follows the
power lawn(s) # sq (Mathis et al. 1977) and is commonly used
for protoplanetary disk simulations. The number of dust grains in
the size interval[s, s+ ds] is given bynds. The minimum grain
size issmin = 5 nm and the maximum for most disk models is
smax = 1 mm; however, we also simulate one disk with a lower
maximum grain size ofsmax = 100µm. In order to account for
dust growth and settling, we divide the global size range into ten
logarithmically spaced size bins. The relative dust mass of thei th

size bin is determined by integrating the grain size distribution
over the entire volume:

Mdust,i

Mdust
=

sq+4
max,i " sq+4

min,i

sq+4
max " sq+4

min

.

These size bins are used for the calculation of the density distribu-
tion. In addition, each bin is sub-divided into 100 bins, also spaced
logarithmically, to better account for size-dependent quantities
during the simulation; these include absorption and scattering
cross-sections and the MŸller matrix, which may vary strongly
over a very small range in grain size.

The orientation of the disk is set to face-on to reduce further
impacts on the polarisation resulting from geometrical e! ects, for
instance di! erent scattering angles on the far- and near-side of the
disk (Yang et al. 2016, 2017; BrunngrŠber & Wolf 2019).

For a compilation of the model parameters, seeTable 1. The
dust mass density distribution in the (r ,z)-plane of our reference
disk model is shown inFig. 1. The upper row and the left-hand
panel of the lower row show the density distribution for di! erent
grain size bins to illustrate the dust settling. The combination of
all grain size bins is shown in the lower-right panel. In addition,
Fig. 2 shows the dust settling function over the radial distance
from the star for some size bins.

3. Results

In this section, we present the inßuence of the aforementioned disk
and dust parameters on the polarisation degree of protoplanetary
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analysis of polarisation observations and summarise our Þndings
in Sect. 5.

2. Model set-up

The underlying model for our simulations is that of a protoplane-
tary disk. The volume density distribution of the gas disk is the
most widely used model in protoplanetary disk studies (e.g. Kama
et al. 2020; BrunngrŠber & Wolf 2019; Trapman et al. 2019; Cox
et al. 2017; Andrews et al. 2011). It is based on the studies by
Lynden-Bell & Pringle (1974), Kenyon & Hartmann (1995), and
Hartmann et al. (1998) and follows a power law with exponential
decay in radial direction and displays a Gaussian distribution in
the vertical direction. It is given by
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where(r, z) are the usual cylindrical coordiantes,R0 is the radius
where the gas scale heighthgasreaches the reference scale height
href, Rtrunc is the radius where the exponential decay becomes
more and more important, and! 0 is the density scaling parameter
which is given by the total disk mass.

In a protoplanetary disk, the dust grains are bound to the
movement of the gas, which make up about99 %of the total disk
mass. The strength of this coupling depends on the Stokes number
and thus mostly on the dust grain size (Safronov 1972; Cuzzi et al.
1993; Testi et al. 2014). As a result, the largest grains that exist in
the disk are more concentrated in the midplane, whereas smaller
grains may extend to the upmost layers of the gas disk. Therefore,
the dust density distribution is expected to di! er from the gas
distribution depending on the grain size. In this study, we make
use of the dust settling model presented by Dubrulle et al. (1995)
and Woitke et al. (2016):
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where the settling functionf (r, s) is given by
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with s being the radius and$bulk being the bulk density of the
homogeneous, compact, spherical dust grains. The strength of
the dust settling is parameterised only by#, which is equal
to the widely used viscosity parameter for so-called#-disks
(Shakura & Sunyaev 1973). The volume and surface density of
the dust,! dust(r, z) and! dust(r ), are calculated viaEq. 1andEq. 2,
respectively, with the according dust scale heighthdust(r, s). The
surface density is therefore not a! ected by the process of dust
settling.

The dust grains are composed of a mixture of62.5 %silicate
and37.5 %graphite (in mass), using the13Ð2

3 approximation for

Fig. 1. Dust density distribution of the reference disk for three di! erent
size bins and for the entire disk, that is, the sum of all grain size bins.

parallel and perpendicular orientations of the graphite grains
(Draine & Malhotra 1993). The complex refractive indices were
taken from Draine & Lee (1984), Laor & Draine (1993), and
Weingartner & Draine (2001). The size distribution follows the
power lawn(s) # sq (Mathis et al. 1977) and is commonly used
for protoplanetary disk simulations. The number of dust grains in
the size interval[s, s+ ds] is given bynds. The minimum grain
size issmin = 5 nm and the maximum for most disk models is
smax = 1 mm; however, we also simulate one disk with a lower
maximum grain size ofsmax = 100µm. In order to account for
dust growth and settling, we divide the global size range into ten
logarithmically spaced size bins. The relative dust mass of thei th

size bin is determined by integrating the grain size distribution
over the entire volume:

Mdust,i

Mdust
=

sq+4
max,i " sq+4

min,i

sq+4
max " sq+4

min

.

These size bins are used for the calculation of the density distribu-
tion. In addition, each bin is sub-divided into 100 bins, also spaced
logarithmically, to better account for size-dependent quantities
during the simulation; these include absorption and scattering
cross-sections and the MŸller matrix, which may vary strongly
over a very small range in grain size.

The orientation of the disk is set to face-on to reduce further
impacts on the polarisation resulting from geometrical e! ects, for
instance di! erent scattering angles on the far- and near-side of the
disk (Yang et al. 2016, 2017; BrunngrŠber & Wolf 2019).

For a compilation of the model parameters, seeTable 1. The
dust mass density distribution in the (r ,z)-plane of our reference
disk model is shown inFig. 1. The upper row and the left-hand
panel of the lower row show the density distribution for di! erent
grain size bins to illustrate the dust settling. The combination of
all grain size bins is shown in the lower-right panel. In addition,
Fig. 2 shows the dust settling function over the radial distance
from the star for some size bins.

3. Results

In this section, we present the inßuence of the aforementioned disk
and dust parameters on the polarisation degree of protoplanetary
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analysis of polarisation observations and summarise our findings
in Sect. 5.

2. Model set-up
The underlying model for our simulations is that of a protoplane-
tary disk. The volume density distribution of the gas disk is the
most widely used model in protoplanetary disk studies (e.g. Kama
et al. 2020; Brunngräber & Wolf 2019; Trapman et al. 2019; Cox
et al. 2017; Andrews et al. 2011). It is based on the studies by
Lynden-Bell & Pringle (1974), Kenyon & Hartmann (1995), and
Hartmann et al. (1998) and follows a power law with exponential
decay in radial direction and displays a Gaussian distribution in
the vertical direction. It is given by
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where (r, z) are the usual cylindrical coordiantes, R0 is the radius
where the gas scale height hgas reaches the reference scale height
href, Rtrunc is the radius where the exponential decay becomes
more and more important, and ⇢0 is the density scaling parameter
which is given by the total disk mass.

In a protoplanetary disk, the dust grains are bound to the
movement of the gas, which make up about 99 %of the total disk
mass. The strength of this coupling depends on the Stokes number
and thus mostly on the dust grain size (Safronov 1972; Cuzzi et al.
1993; Testi et al. 2014). As a result, the largest grains that exist in
the disk are more concentrated in the midplane, whereas smaller
grains may extend to the upmost layers of the gas disk. Therefore,
the dust density distribution is expected to di! er from the gas
distribution depending on the grain size. In this study, we make
use of the dust settling model presented by Dubrulle et al. (1995)
and Woitke et al. (2016):

hdust(r, s) = hgas(r) ·

%
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where the settling function f (r, s) is given by

f (r, s) =
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, (4)

with s being the radius and %bulk being the bulk density of the
homogeneous, compact, spherical dust grains. The strength of
the dust settling is parameterised only by ↵, which is equal
to the widely used viscosity parameter for so-called ↵-disks
(Shakura & Sunyaev 1973). The volume and surface density of
the dust, ⇢dust(r, z) and ⌃dust(r), are calculated via Eq. 1 and Eq. 2,
respectively, with the according dust scale height hdust(r, s). The
surface density is therefore not a! ected by the process of dust
settling.

The dust grains are composed of a mixture of 62.5 % silicate
and 37.5 % graphite (in mass), using the 1

3– 2
3 approximation for

Fig. 1. Dust density distribution of the reference disk for three di! erent
size bins and for the entire disk, that is, the sum of all grain size bins.

parallel and perpendicular orientations of the graphite grains
(Draine & Malhotra 1993). The complex refractive indices were
taken from Draine & Lee (1984), Laor & Draine (1993), and
Weingartner & Draine (2001). The size distribution follows the
power law n(s) / sq (Mathis et al. 1977) and is commonly used
for protoplanetary disk simulations. The number of dust grains in
the size interval [s, s + ds] is given by nds. The minimum grain
size is smin = 5 nm and the maximum for most disk models is
smax = 1 mm; however, we also simulate one disk with a lower
maximum grain size of smax = 100µm. In order to account for
dust growth and settling, we divide the global size range into ten
logarithmically spaced size bins. The relative dust mass of the ith

size bin is determined by integrating the grain size distribution
over the entire volume:

Mdust,i

Mdust
=

sq+4
max,i � sq+4

min,i

sq+4
max � sq+4

min

.

These size bins are used for the calculation of the density distribu-
tion. In addition, each bin is sub-divided into 100 bins, also spaced
logarithmically, to better account for size-dependent quantities
during the simulation; these include absorption and scattering
cross-sections and the Müller matrix, which may vary strongly
over a very small range in grain size.

The orientation of the disk is set to face-on to reduce further
impacts on the polarisation resulting from geometrical e! ects, for
instance di! erent scattering angles on the far- and near-side of the
disk (Yang et al. 2016, 2017; Brunngräber & Wolf 2019).

For a compilation of the model parameters, see Table 1. The
dust mass density distribution in the (r ,z)-plane of our reference
disk model is shown in Fig. 1. The upper row and the left-hand
panel of the lower row show the density distribution for di! erent
grain size bins to illustrate the dust settling. The combination of
all grain size bins is shown in the lower-right panel. In addition,
Fig. 2 shows the dust settling function over the radial distance
from the star for some size bins.

3. Results
In this section, we present the influence of the aforementioned disk
and dust parameters on the polarisation degree of protoplanetary
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analysis of polarisation observations and summarise our Þndings
in Sect. 5.

2. Model set-up

The underlying model for our simulations is that of a protoplane-
tary disk. The volume density distribution of the gas disk is the
most widely used model in protoplanetary disk studies (e.g. Kama
et al. 2020; BrunngrŠber & Wolf 2019; Trapman et al. 2019; Cox
et al. 2017; Andrews et al. 2011). It is based on the studies by
Lynden-Bell & Pringle (1974), Kenyon & Hartmann (1995), and
Hartmann et al. (1998) and follows a power law with exponential
decay in radial direction and displays a Gaussian distribution in
the vertical direction. It is given by
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where(r, z) are the usual cylindrical coordiantes,R0 is the radius
where the gas scale heighthgasreaches the reference scale height
href, Rtrunc is the radius where the exponential decay becomes
more and more important, and! 0 is the density scaling parameter
which is given by the total disk mass.

In a protoplanetary disk, the dust grains are bound to the
movement of the gas, which make up about99 %of the total disk
mass. The strength of this coupling depends on the Stokes number
and thus mostly on the dust grain size (Safronov 1972; Cuzzi et al.
1993; Testi et al. 2014). As a result, the largest grains that exist in
the disk are more concentrated in the midplane, whereas smaller
grains may extend to the upmost layers of the gas disk. Therefore,
the dust density distribution is expected to di! er from the gas
distribution depending on the grain size. In this study, we make
use of the dust settling model presented by Dubrulle et al. (1995)
and Woitke et al. (2016):

hdust(r, s) = hgas(r ) á

%
f (r, s)

1 + f (r, s)
,

where the settling functionf (r, s) is given by

f (r, s) =
#

!
6"

! gas(r )

s $bulk
, (4)

with s being the radius and$bulk being the bulk density of the
homogeneous, compact, spherical dust grains. The strength of
the dust settling is parameterised only by#, which is equal
to the widely used viscosity parameter for so-called#-disks
(Shakura & Sunyaev 1973). The volume and surface density of
the dust,! dust(r, z) and! dust(r ), are calculated viaEq. 1andEq. 2,
respectively, with the according dust scale heighthdust(r, s). The
surface density is therefore not a! ected by the process of dust
settling.

The dust grains are composed of a mixture of62.5 %silicate
and37.5 %graphite (in mass), using the13Ð2

3 approximation for

Fig. 1.Dust density distribution of the reference disk for three di! erent
size bins and for the entire disk, that is, the sum of all grain size bins.

parallel and perpendicular orientations of the graphite grains
(Draine & Malhotra 1993). The complex refractive indices were
taken from Draine & Lee (1984), Laor & Draine (1993), and
Weingartner & Draine (2001). The size distribution follows the
power lawn(s) # sq (Mathis et al. 1977) and is commonly used
for protoplanetary disk simulations. The number of dust grains in
the size interval[s, s+ ds] is given bynds. The minimum grain
size issmin = 5 nm and the maximum for most disk models is
smax = 1 mm; however, we also simulate one disk with a lower
maximum grain size ofsmax = 100µm. In order to account for
dust growth and settling, we divide the global size range into ten
logarithmically spaced size bins. The relative dust mass of thei th

size bin is determined by integrating the grain size distribution
over the entire volume:

Mdust,i

Mdust
=

sq+4
max,i " sq+4

min,i

sq+4
max " sq+4

min

.

These size bins are used for the calculation of the density distribu-
tion. In addition, each bin is sub-divided into 100 bins, also spaced
logarithmically, to better account for size-dependent quantities
during the simulation; these include absorption and scattering
cross-sections and the MŸller matrix, which may vary strongly
over a very small range in grain size.

The orientation of the disk is set to face-on to reduce further
impacts on the polarisation resulting from geometrical e! ects, for
instance di! erent scattering angles on the far- and near-side of the
disk (Yang et al. 2016, 2017; BrunngrŠber & Wolf 2019).

For a compilation of the model parameters, seeTable 1. The
dust mass density distribution in the (r ,z)-plane of our reference
disk model is shown inFig. 1. The upper row and the left-hand
panel of the lower row show the density distribution for di! erent
grain size bins to illustrate the dust settling. The combination of
all grain size bins is shown in the lower-right panel. In addition,
Fig. 2 shows the dust settling function over the radial distance
from the star for some size bins.

3. Results

In this section, we present the inßuence of the aforementioned disk
and dust parameters on the polarisation degree of protoplanetary
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Table 1.disk and stellar parameter values. If multiple values are given
for one parameter, the value in bold face is used for the reference disk
model.

Parameter Variable Values

Inner radius Rin [au] 0.1
Outer radius Rout [au] 300
Reference radius R0 [au] 100
Truncation radius Rtrunc [au] 100
Reference scale heighthref [au] 10, 15, 20, and8
Density proÞle ! 1.1, 1.4, and0.8
Flaring parameter " 1.1, 1.3, and1.5
Dust mass Mdust [M ! ] 10! 4, 10" 3, and10" 5

Viscosity parameter # 10! 2, 10" 3, and10" 1

Inclination i [¡] 0
Stellar luminosity L! [L ! ] 0.9
Stellar temperature T! [K] 4050

Dust composition
(mass fraction)

Silicate:62.5 %
Graphite# : 25 %
Graphite$: 12.5 %

Grain bulk density
$bulk

[kg m" 3]

Silicate:3500
Graphite:2250
Mixture: %2896.6

Minimum grain size smin [nm] 5
Maximum grain size smax [mm] 1 and0.1
Size distribution q ! 3.5, " 3.2, and" 3.8
Number of size bins 10

Wavelength %[µm] 350, 850,
1300, and2000

Fig. 2.The scaling factor
!

f
1+ f of the dust scale heighthdust for Þve out

of ten grain size bins for the reference disk; see also Eq. 4.

disks due to the scattered thermal re-emission. Each parameter is
investigated separately and the remaining parameters are kept con-
stant. Di! erent parameters a! ect the degree of polarisation of the
disk similarly and can be regrouped by more fundamental e! ects.
First, we discuss the impact of the shape of the radiation Þeld in
Sect. 3.1. The optical depth, as the most fundamental quantity for
the understanding of the general appearance of protoplanetary
disks, and the observing wavelength are addressed inSect. 3.2
and Sect. 3.3, respectively.

The results of the radiative transfer simulations are shown
as radially averaged proÞles of the polarisation degree. These
proÞles are extracted from spatially resolved synthetic images
produced byPOLARIS, which in turn are based on full 3D Monte
Carlo temperature simulations. The synthetic images consist of
255&255 pixels with a resolution of% 2.35 au& 2.35 au. To

Fig. 3. Left: Radial proÞles of the degree of polarisation only for the
scattered radiation of a protoplanetary disk for di! erent values of the
radial density exponent! . Right: Normalised intensity proÞle of re-
emitted plus scattered ßux. A higher value of the exponent! corresponds
to a steeper density distribution, and the intensity gradient is larger. The
gradient of the intensity proÞle may serve as a qualitative measure for
the anisotropy of the radiation Þeld. Larger gradients lead to a higher
degree of anisotropy and thus to a higher degree of polarisation.

extract radial proÞles, the images are radially binned with respect
to the central pixel. Each data point shown in the Þgures is the
weighted arithmetic mean of Þve such radial bins to increase the
signal-to-noise ratio. The resolution is thus decreased to about
12 au. Each proÞle is presented with error bars, which represent
the statistical uncertainties that naturally arise from the Monte
Carlo method.

3.1. Anisotropy of the radiation field

In Kataoka et al. (2014), the authors show that the polarisation
degree of self-scattering is given by the anisotropy of the radiation
Þeld at the point of scattering. Put simply, for a Þxed ratio of
scattered to direct re-emission radiation, the polarisation degree
is maximised if the radiation Þeld only has components along one
axis, and is minimised if the radiation Þeld is isotropic. In the
case of a protoplanetary disk, the radiation Þeld has mostly radial
components pointing away from the inner disk regions because
the inner part of the disk is usually brighter than the outer parts.
Thus, the radiation Þeld becomes less isotropic for larger radii
and the polarisation degree of purely scattered light (i.e. no direct
re-emitted ßux) increases. This can be seen in the left-hand panel
of Fig. 3and it was also mentioned for the mid-infrared by Heese
et al. (2020). For steeper density distributions (i.e. larger values
of the exponent! ), the anisotropy and, thus, the polarisation
degree increase when the ßux ratio of the inner to the outer part
of the disk is larger (compared to a smaller exponent). As a rough
measure for the radiation Þeld, we show the normalised total ßux
over distancer . For a wavelength of%= 850µm, the radial proÞle
of the ßux can be seen in the right-hand panel ofFig. 3. A more
shallow density distribution shows a smaller gradient and the
radiation Þeld in the disk is more isotropic.

3.2. Optical depth

The inßuence of the optical depth on the appearance of a proto-
planetary disk, as it concerns the scope of this study, is threefold.

3.2.1. Scattering probability

In general, the probability for scattering along the path of a
photon is given by1 " exp(" &sca), with the scattering optical
depth &sca between the points of emission and scattering. In
regions of high optical depth (&sca ' 1), the scattering probability
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Fig. 4.Left: Radial profiles of the degree of polarisation due to scattering
of a protoplanetary disk seen face-on for di! erent wavelengths ! (ref-
erence model). The intensity includes both direct and scattered thermal
radiation. The shaded areas show the radial distance where the optical
depth through the disk to the observer is in the range between 0.1 and
0.02. Right: Analytical polarisation degree of a single scattering event
p = ! S12/ S11 for the wavelengths ! = 350µm (solid lines) and ! = 2 mm
(dashed lines), averaged over the entire grain size range from 5 nm to
1 mmfor di! erent values of the exponent q of the grain size distribution.

is close to unity. The polarisation degree due to scattering in
these regions is thus a function of the albedo (see Sect. 3.4)
and, for anisotropic scatterers, also a function of the scattering
angle. In regions with a very low optical depth, "sca " 1, the
scattering probability is roughly equivalent to the optical depth,
1 ! exp(! "sca) = 1 !

!
1 ! "sca + O(" 2

sca)
"

# "sca. Therefore, the
ratio of scattered radiation, which is the product of scattering
probability, albedo, and flux of the initial re-emitted radiation,
to direct radiation is lower, and the polarisation degree is lower
as well. As a consequence, the ratio of scattered to direct flux
decreases for larger distances from the star as the optical depth
decreases. At the same time, the polarisation degree is maximised
at radii that roughly coincide with the transition from optically
thick to optically thin if the albedo is high. The flux ratio varies
between di! erent disks because the vertical density and intensity
structure depend on the actual disk set-up. As a consequence, only
a range of the optical depth, rather than a fixed value, can be given;
thus, the location where the degree of polarisation is maximised
is at slightly di! erent radii r . In addition to the optical depth "sca
between the points of emission and scattering, the (extinction)
optical depth through the disk towards the observer "obs also
decreases the observed flux. This decrease is identical for both the
direct re-emission and the scattered radiation. These optical depths
are proportional to each other, and the optical depth towards the
observer can be used as a proxy for the scattering probability in the
disk. In the left-hand panel of Fig. 4, the shaded areas represent
the region where 0.02 $ "obs $ 0.1, which coincides with the
maximum degree of polarisation.

The simplest way to increase the optical depth is by increasing
the total dust mass of a disk. The peak of the polarisation degree
is shifted to larger distances because the transition region from
optically thick to optically thin is also shifted to larger distances
(see the left-hand panel of Fig. 5).

Furthermore, if the exponent # of the radial distribution of
the surface density is increased, more mass is shifted closer to the
star. This results in a higher optical depth at shorter distances and
a lower optical depth (per geometrical path length) in the outer
regions of the disk. In the right-hand panel of Fig. 5, the radial
profile of the polarisation degree is shown for di! erent values of
the exponent #. Since the polarisation degree peaks roughly at the
point of transition between optically thick and optically thin, this
peak is closer to the star for larger values of the exponent #. This
e! ect is most prominent for longer wavelengths. Furthermore,

Fig. 5. Radial profile of the degree of polarisation for di! erent values of
the dust mass (left) and radial density exponent # (right). The shaded
areas coincide with the radial distance of the transition from optically
thick to optically thin. For details, see Fig. 4.

for steeper radial density distributions (i.e. larger values of the
exponent #), the anisotropy of the radiation field increases and
thus so does the degree of polarisation (see Sect. 3.1).

3.2.2. Observable regions

For regions with high optical depths, most of the flux that reaches
the detector emerges from regions where "obs ! 1. These upper
layers of the disk are hotter than the heavily shielded midplane, and
the local grain size distribution is di! erent for di! erent vertical
layers due to the settling of the largest grains. A change in the
total optical depth, for example from a change in the total disk
mass, shifts the "obs = 1-plane to di! erent vertical regions in the
disk. Due to the dust settling, this leads to di! erent local grain
size distributions, and di! erent grain sizes with di! erent optical
properties contribute to the total flux. Thus, the overall appearance
of the disk may change drastically.

3.2.3. Stellar heating

Lastly, the optical depth measured from the star towards the disk
"! determines the temperature of the dust. For very high optical
depths "! (e.g. in the midplane of the inner few auof the disk),
the temperature is mainly a product of ’back-warming’ from the
directly heated, adjacent dust grains, which radiate at much longer
wavelengths compared to the star. However, at the inner rim and
upper layers of the disk, where the optical depth is small, the
temperature is substantially higher. These areas, which emit the
highest amount of energy per unit dust mass, will be at di! erent
places in the disk and have di! erent extents if the optical depth
"! is changed.

Di! erent flarings of a disk cause very di! erent temperature
structures. Stronger flaring leads to a smaller scale height in
the inner regions but to larger scale heights in the outer regions
of the disk. The vertical geometric cross-section of the disk is
smaller close to the star, and therefore the optical depth is larger
and the temperatures are lower compared to the reference case.
Further away from the star, the vertical cross-section of the disk
increases as flaring increases, as do temperatures with respect to
the reference model. Overall, the temperature distribution is more
shallow for more strongly flared disks, and the radiation field is
more isotropic, leading to less polarisation. The radial profiles of
the polarisation degree for di! erent values of the flaring parameter
$ can be found in the upper-left panel of Fig. 6.

For larger scale heights href, the stellar heating is more e" cient
because the optical depth as seen from the star is decreased. This
enhances the dust temperature, and the anisotropy of the radiation
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Fig. 4.Left: Radial proÞles of the degree of polarisation due to scattering
of a protoplanetary disk seen face-on for di! erent wavelengths! (ref-
erence model). The intensity includes both direct and scattered thermal
radiation. The shaded areas show the radial distance where the optical
depth through the disk to the observer is in the range between0.1 and
0.02. Right: Analytical polarisation degree of a single scattering event
p = ! S12/ S11 for the wavelengths! = 350µm (solid lines) and! = 2 mm
(dashed lines), averaged over the entire grain size range from5 nmto
1 mmfor di! erent values of the exponentq of the grain size distribution.

is close to unity. The polarisation degree due to scattering in
these regions is thus a function of the albedo (seeSect. 3.4)
and, for anisotropic scatterers, also a function of the scattering
angle. In regions with a very low optical depth,"sca " 1, the
scattering probability is roughly equivalent to the optical depth,
1 ! exp(! "sca) = 1 !

!
1 ! "sca+ O(" 2

sca)
"

# "sca. Therefore, the
ratio of scattered radiation, which is the product of scattering
probability, albedo, and ßux of the initial re-emitted radiation,
to direct radiation is lower, and the polarisation degree is lower
as well. As a consequence, the ratio of scattered to direct ßux
decreases for larger distances from the star as the optical depth
decreases. At the same time, the polarisation degree is maximised
at radii that roughly coincide with the transition from optically
thick to optically thin if the albedo is high. The ßux ratio varies
between di! erent disks because the vertical density and intensity
structure depend on the actual disk set-up. As a consequence, only
a range of the optical depth, rather than a Þxed value, can be given;
thus, the location where the degree of polarisation is maximised
is at slightly di! erent radiir . In addition to the optical depth"sca
between the points of emission and scattering, the (extinction)
optical depth through the disk towards the observer"obs also
decreases the observed ßux. This decrease is identical for both the
direct re-emission and the scattered radiation. These optical depths
are proportional to each other, and the optical depth towards the
observer can be used as a proxy for the scattering probability in the
disk. In the left-hand panel ofFig. 4, the shaded areas represent
the region where0.02 $ "obs $ 0.1, which coincides with the
maximum degree of polarisation.

The simplest way to increase the optical depth is by increasing
the total dust mass of a disk. The peak of the polarisation degree
is shifted to larger distances because the transition region from
optically thick to optically thin is also shifted to larger distances
(see the left-hand panel of Fig. 5).

Furthermore, if the exponent# of the radial distribution of
the surface density is increased, more mass is shifted closer to the
star. This results in a higher optical depth at shorter distances and
a lower optical depth (per geometrical path length) in the outer
regions of the disk. In the right-hand panel ofFig. 5, the radial
proÞle of the polarisation degree is shown for di! erent values of
the exponent#. Since the polarisation degree peaks roughly at the
point of transition between optically thick and optically thin, this
peak is closer to the star for larger values of the exponent#. This
e! ect is most prominent for longer wavelengths. Furthermore,
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Fig. 5.Radial proÞle of the degree of polarisation for di! erent values of
the dust mass (left) and radial density exponent# (right). The shaded
areas coincide with the radial distance of the transition from optically
thick to optically thin. For details, see Fig. 4.

for steeper radial density distributions (i.e. larger values of the
exponent#), the anisotropy of the radiation Þeld increases and
thus so does the degree of polarisation (see Sect. 3.1).

3.2.2. Observable regions

For regions with high optical depths, most of the ßux that reaches
the detector emerges from regions where"obs ! 1. These upper
layers of the disk are hotter than the heavily shielded midplane, and
the local grain size distribution is di! erent for di! erent vertical
layers due to the settling of the largest grains. A change in the
total optical depth, for example from a change in the total disk
mass, shifts the"obs = 1-plane to di! erent vertical regions in the
disk. Due to the dust settling, this leads to di! erent local grain
size distributions, and di! erent grain sizes with di! erent optical
properties contribute to the total ßux. Thus, the overall appearance
of the disk may change drastically.

3.2.3. Stellar heating

Lastly, the optical depth measured from the star towards the disk
"! determines the temperature of the dust. For very high optical
depths"! (e.g. in the midplane of the inner fewauof the disk),
the temperature is mainly a product of Õback-warmingÕ from the
directly heated, adjacent dust grains, which radiate at much longer
wavelengths compared to the star. However, at the inner rim and
upper layers of the disk, where the optical depth is small, the
temperature is substantially higher. These areas, which emit the
highest amount of energy per unit dust mass, will be at di! erent
places in the disk and have di! erent extents if the optical depth
"! is changed.

Di! erent ßarings of a disk cause very di! erent temperature
structures. Stronger ßaring leads to a smaller scale height in
the inner regions but to larger scale heights in the outer regions
of the disk. The vertical geometric cross-section of the disk is
smaller close to the star, and therefore the optical depth is larger
and the temperatures are lower compared to the reference case.
Further away from the star, the vertical cross-section of the disk
increases as ßaring increases, as do temperatures with respect to
the reference model. Overall, the temperature distribution is more
shallow for more strongly ßared disks, and the radiation Þeld is
more isotropic, leading to less polarisation. The radial proÞles of
the polarisation degree for di! erent values of the ßaring parameter
$ can be found in the upper-left panel of Fig. 6.

For larger scale heightshref, the stellar heating is more e" cient
because the optical depth as seen from the star is decreased. This
enhances the dust temperature, and the anisotropy of the radiation
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The dichotomy of atmospheric escape in AU Mic b 3

Figure 1. Atmospheric escape of AU Mic b, when it interacts
with a stellar wind with úM = 100 úM! . The stellar wind is injected
in the negative x. Its streamlines are shown in grey, while the black
streamlines represent the velocity Þeld of the planetary outßowing
atmosphere. The density is shown in the equatorial plane and
the grey surface around the planet shows the region used in the
synthetic transits (with temperature ! 1.1Tp, Section 2).

Mic (Chadney et al. 2015). With this, we derive the density
of neutrals as nn = np(1" fi )/ fi , where np is the proton density
from our 3D simulations.

The results of our 1D model are also used to constrain
the free parameters in the 3D simulations, namely the atmo-
spheric base temperature and density. The 1D model solves
the energy equation of the planetary outßow assuming pho-
toionisation by stellar EUV photons and Ly- ! cooling (Allan
& Vidotto 2019). As a result, the atmospheric temperature
varies from 1000K at 1rp to nearly 8000 K at # 2rp, and
cools beyond that. We pick an intermediate temperature of
5300 K for our 3D model. We also chose the base density
of our 3D simulations such that it matches the predicted
escape rate of6.5 $ 1010 g/s from the 1D model.

3 RESULTS: SYSTEMATIC VARIATION OF
THE STELLAR WIND STRENGTH

We perform 5 simulations where we systematically vary the
stellar wind mass-loss rate: úM = 0 (no wind), 1, 10, 100 and
1000 úM! . We use a temperature of 2MK for the stellar wind,
so that the stellar wind is always injected with the same ve-
locity (about 540 km/s). As this is a thermally-driven wind,
the wind velocity is independent of the density, so changing
úM while the velocity structure is constant solely changes the

density proÞle of the injected stellar wind.
Figure 2 shows the orbital slice of each of these simu-

lations. We see that as the stellar wind mass-loss rate (and
thus its ram pressure) is increased, the escaping atmosphere
is conÞned closer to the planet, and forced to occupy a
smaller volume. The position where the interaction happens
eventually disrupts the sonic surface (originally at 1.3rp) of
the escaping atmosphere, such that parts of the planetary
outßow, especially in the dayside, can no longer accelerate
to supersonic speeds. When this happens, we see a stronger
decrease in the escape rate of the planetary atmosphere.

Table 1. Simulation results showing the stellar wind mass-loss
rate ( úM), planetary atmosphere escape rate ( úm), absorption in the
blue ([-100,-36] km/s) and red ([36,100] km/s) wings of the Ly- !
line and the sum of these absorptions.

úM ( úM! ) úm (1010g/s) ! Fblue (%) ! Fred (%) ! Ftot (%)

0 (no-wind) 6.5 9.9 10 20
1 6.5 9.8 5.8 16
10 6.3 4.1 1.4 5.5
100 5.9 1.4 1.1 2.5
1000 3.2 0.25 0.25 0.5

We calculate the escape rate by integrating the mass
ßux through concentric spheres (with areas A) around the
planet: úm =

!
A

"#u ádA. These values are given in Table 1,
where we see that the escape rate is una! ected in the 1 and
10 úM! models, and they are very similar to the values we
obtain in the Ôno windÕ model. In the 100 úM! model the
escape rate has decreased slightly from6.5$ 1010 to 5.9$ 1010

g/s. This is the Þrst of our computed models where the wind
is capable of su" ciently conÞning the escaping atmosphere
such that the dayside sonic surface is disrupted. The dayside
ßow is no longer able to reach supersonic speeds. Material
continues to outßow from the planet but they are funnelled
back towards the comet-like tail (better seen in Figure 1).
The nightside sonic surface remains una! ected, so only a
small decrease in escape rate is found in this model. This is
not the case in the 1000 úM! model, where the stellar wind
conÞnes the escaping atmosphere such that the sonic surface
on all sides of the planet is a! ected. This results in a 50%
lower escape rate, when compared to other models.

We investigate the e! ect this conÞnement has on the
Ly- ! transit by performing synthetic transit calculations.
To ensure that the material we use in the ray tracing com-
putation is planetary, we use a temperature cut-o ! that is
10% higher than the planetary outßow and follow the de-
scription presented in Section 2. The contours of this tem-
perature cut-o! is seen in the last panel of Figure 2 for the
orbital plane, further illustrating how the conÞnement of the
planetary atmosphere varies in each model.

In none of our models the line centre is saturated (i.e.,
100% absorption), but models with 0 and 1 úM! reach more
than 95% absorption at line centre. However, given the line
centre of the Ly- ! line is contaminated by geocoronal emis-
sion and interstellar absorption (assuming the stellar and
ISM radial velocities are % 0), we do not consider the line
centre [-36, 36] km/s in our results presented next. The blue
[-100, -36] km/s and red [36, 100] km/s wings of the Ly- ! line
are shown in Figure 3a and b, respectively. The absorption
computed in these velocity intervals

" vf

vi
! Fvdv/ (vf " vi ) are

shown in Table 1 and Figure 3c, where vi and vf are initial
and Þnal velocities in the ranges quoted above.

The no-wind model is the only case where the line pro-
Þle is nearly symmetric in both wings. Line asymmetry is
already seen in model 1 úM! . Despite the escape rate of the
planet remaining unchanged for models 0, 1 and 10 úM! , the
Ly- ! absorption has changed signiÞcantly when compared to
the no-wind model. For the 10 úM! model, we see a greater re-
duction in the red wing absorption, as the planetary ßow to-
wards the star is suppressed by the stellar wind. Though we
still see blue wing absorption in the 10 úM! model, it has been
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Figure 2. Density structure and velocity streamlines in the planetÕs reference frame for the 5 simulations we run for varying stellar wind
úM, quoted on the Þrst Þve panels. The planet is shown at the center of the grid on the orbital plane. As the stellar wind that is injected

in the negative x boundary has a larger úM, the escaping atmosphere of AU Mic b is forced into smaller volumes. The last panel shows the
iso-contours of temperature at approximately the temperature we adopt for the planetary atmosphere. Material within these contours
belong to the planet and are used in the synthetic calculations of the Ly- ! transit proÞles. The numbers shown next to each iso-contour
represent the stellar wind mass-loss rate in úM! . The inner-most contour is for the case with 1000 úM! (label not shown).

Figure 3. (a) and (b) Transit depth of the Ly- ! line computed at mid-transit for the blue ( " # 36 km/s) and red ( $ 36 km/s) wings,
respectively, as a function of Doppler velocity. (c) Integrated absorption in the blue (blue diamonds) and red (red circles) wings of the
Ly- ! line calculated at mid-transit, as a function of the stellar wind mass-loss rate. Table 1 shows these values and the total absorption.

signiÞcantly reduced compared to the 0 and 1 úM! models.
This is because the stronger stellar wind reduces the volume
of the comet-like tail, which contains most of the blue shifted
absorbing material. The volume of absorbing material is fur-
ther reduced in the 100 úM! model such that very little blue
wing absorption is found, and essentially no detectable red
wing absorption. The 1000 úM! stellar wind conÞnement has
not only reduced the escape rate of the planet by 50% but
also completely masked the observational signatures of this
escape in Ly-! , as we Þnd no red or blue wings absorption.

4 DISCUSSION AND CONCLUSION

We investigated here the dichotomy of atmospheric escape
in the newly discovered exoplanet AU Mic b. On one hand,
the high EUV ßux of young host stars is expected to cause
strong atmospheric escape(Kubyshkina et al. 2018) . On the
other hand, the star is expected to have a strong stellar
wind (10 to 103 úM! , Strubbe & Chiang 2006; Plavchan et al.
2009), which can reduce evaporation in the planet (Vidotto
& Cleary 2020; Carolan et al. 2020). To investigate this di-
chotomy, we modeled the interaction between the wind of
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Figure 1. Atmospheric escape of AU Mic b, when it interacts
with a stellar wind with úM = 100 úM! . The stellar wind is injected
in the negative x. Its streamlines are shown in grey, while the black
streamlines represent the velocity Þeld of the planetary outßowing
atmosphere. The density is shown in the equatorial plane and
the grey surface around the planet shows the region used in the
synthetic transits (with temperature ! 1.1Tp, Section 2).

Mic (Chadney et al. 2015). With this, we derive the density
of neutrals as nn = np(1" fi )/ fi , where np is the proton density
from our 3D simulations.

The results of our 1D model are also used to constrain
the free parameters in the 3D simulations, namely the atmo-
spheric base temperature and density. The 1D model solves
the energy equation of the planetary outßow assuming pho-
toionisation by stellar EUV photons and Ly- ! cooling (Allan
& Vidotto 2019). As a result, the atmospheric temperature
varies from 1000K at 1rp to nearly 8000 K at # 2rp, and
cools beyond that. We pick an intermediate temperature of
5300 K for our 3D model. We also chose the base density
of our 3D simulations such that it matches the predicted
escape rate of6.5 $ 1010 g/s from the 1D model.

3 RESULTS: SYSTEMATIC VARIATION OF
THE STELLAR WIND STRENGTH

We perform 5 simulations where we systematically vary the
stellar wind mass-loss rate: úM = 0 (no wind), 1, 10, 100 and
1000 úM! . We use a temperature of 2MK for the stellar wind,
so that the stellar wind is always injected with the same ve-
locity (about 540 km/s). As this is a thermally-driven wind,
the wind velocity is independent of the density, so changing
úM while the velocity structure is constant solely changes the

density proÞle of the injected stellar wind.
Figure 2 shows the orbital slice of each of these simu-

lations. We see that as the stellar wind mass-loss rate (and
thus its ram pressure) is increased, the escaping atmosphere
is conÞned closer to the planet, and forced to occupy a
smaller volume. The position where the interaction happens
eventually disrupts the sonic surface (originally at 1.3rp) of
the escaping atmosphere, such that parts of the planetary
outßow, especially in the dayside, can no longer accelerate
to supersonic speeds. When this happens, we see a stronger
decrease in the escape rate of the planetary atmosphere.

Table 1. Simulation results showing the stellar wind mass-loss
rate ( úM), planetary atmosphere escape rate ( úm), absorption in the
blue ([-100,-36] km/s) and red ([36,100] km/s) wings of the Ly- !
line and the sum of these absorptions.

úM ( úM! ) úm (1010g/s) ! Fblue (%) ! Fred (%) ! Ftot (%)

0 (no-wind) 6.5 9.9 10 20
1 6.5 9.8 5.8 16
10 6.3 4.1 1.4 5.5
100 5.9 1.4 1.1 2.5
1000 3.2 0.25 0.25 0.5

We calculate the escape rate by integrating the mass
ßux through concentric spheres (with areas A) around the
planet: úm =

!
A

"#u ádA. These values are given in Table 1,
where we see that the escape rate is una! ected in the 1 and
10 úM! models, and they are very similar to the values we
obtain in the Ôno windÕ model. In the 100 úM! model the
escape rate has decreased slightly from6.5$ 1010 to 5.9$ 1010

g/s. This is the Þrst of our computed models where the wind
is capable of su" ciently conÞning the escaping atmosphere
such that the dayside sonic surface is disrupted. The dayside
ßow is no longer able to reach supersonic speeds. Material
continues to outßow from the planet but they are funnelled
back towards the comet-like tail (better seen in Figure 1).
The nightside sonic surface remains una! ected, so only a
small decrease in escape rate is found in this model. This is
not the case in the 1000 úM! model, where the stellar wind
conÞnes the escaping atmosphere such that the sonic surface
on all sides of the planet is a! ected. This results in a 50%
lower escape rate, when compared to other models.

We investigate the e! ect this conÞnement has on the
Ly- ! transit by performing synthetic transit calculations.
To ensure that the material we use in the ray tracing com-
putation is planetary, we use a temperature cut-o ! that is
10% higher than the planetary outßow and follow the de-
scription presented in Section 2. The contours of this tem-
perature cut-o! is seen in the last panel of Figure 2 for the
orbital plane, further illustrating how the conÞnement of the
planetary atmosphere varies in each model.

In none of our models the line centre is saturated (i.e.,
100% absorption), but models with 0 and 1 úM! reach more
than 95% absorption at line centre. However, given the line
centre of the Ly- ! line is contaminated by geocoronal emis-
sion and interstellar absorption (assuming the stellar and
ISM radial velocities are % 0), we do not consider the line
centre [-36, 36] km/s in our results presented next. The blue
[-100, -36] km/s and red [36, 100] km/s wings of the Ly- ! line
are shown in Figure 3a and b, respectively. The absorption
computed in these velocity intervals

" vf

vi
! Fvdv/ (vf " vi ) are

shown in Table 1 and Figure 3c, where vi and vf are initial
and Þnal velocities in the ranges quoted above.

The no-wind model is the only case where the line pro-
Þle is nearly symmetric in both wings. Line asymmetry is
already seen in model 1 úM! . Despite the escape rate of the
planet remaining unchanged for models 0, 1 and 10 úM! , the
Ly- ! absorption has changed signiÞcantly when compared to
the no-wind model. For the 10 úM! model, we see a greater re-
duction in the red wing absorption, as the planetary ßow to-
wards the star is suppressed by the stellar wind. Though we
still see blue wing absorption in the 10 úM! model, it has been

MNRAS 000 , 1Ð5 (2020)

�F�T�D�B�Q�F���S�B�U�F

�5�S�B�O�T�J�U���E�F�Q�U�I���P�G���U�I�F���-�Z�������M�J�O�F��

�K�œ�‡�“��

�è�¹�s�M

�~�C�V�M�F���q���S�F�E���†�M�K�”�����/�P�8�J�O�E��

�~�)�U�K�”������������������

�~�r�l�j�‹�s�M�����������Ž	Í

�������-�Z�����w�
���T�’
M�v�U�T�Z�’�•�”�T�‹



������ https://arxiv.org/abs/2007.07149

A&A proofs:manuscript no. aanda

Fig. 1. Coherent cores, as deÞned in Section 3.2, are shown by black contours. The background colour scale shows the sonic Mach number. The
dashed rectangle shows the box considered to be representative of the ambient cloud. The red stars show positions of Class 0/I and ßat-spectrum
protostars in the cloud (Dunham et al. 2015). The beam and the scale bar are shown in the bottom left and bottom right corners, respectively.

Fig. 2.Top panels: Average NH3 (1,1) and (2,2) spectra of Oph-F core, with a single-component Þt. The blue-dotted line shows the median noise
level in Oph-F in the original GAS data, which clearly shows that the broad component cannot be detected in the individual spectra in GAS DR1
data.Bottom panels: Same spectra, with two-component Þt (green). The narrow (red) and broad (blue) components are also shown separately.

two-component Þt was attempted, we did not see a narrow com-
ponent (bottom panel of Figure 3). AIC indicates that the two-
component Þt is a better model, with both components being su-
personic (Mach number>1). Therefore, we conclude that these
are two broad components in the ambient cloud, which are sep-
arated in centroid velocity by! 0.6 km s" 1. The two components
in the spectra have equal dispersions of 0.35 km s" 1. The kinetic
temperatures of these two components are also approximately
equal, 16.9± 0.2 K and 17.0± 0.5 K. These values are com-
parable to those from the broad components in the cores, and
higher than the typical temperature of the narrow components.

The Mach numbers of these two cloud components are compa-
rable to that of the broad components seen in the cores (Table
G.1).

The residuals from the single-component Þt to the ambient
cloud spectra are not as suggestive as in the cores. Therefore, the
single-component model can also be considered as a reasonable
Þt. Even then, the comparison between the ambient cloud and
the broad component towards the cores, as mentioned above, re-
mains the same. The temperature, velocity dispersion, and the
Mach number in the ambient cloud, from a single-component Þt,
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Fig. 4. Kinetic temperature, velocity dispersion, Mach number and non-thermal dispersion in the cores, from single-component Þts, and for the
narrow component of a two-component Þt, are shown in panels a, b, c and d, respectively. In the cases where the error bar is not visible, the error
is smaller than the symbols.

earlier studies. Therefore, the results from lower density tracers
might overestimate the local degree of turbulence in the cloud,
or NH3 based measurements provide a strict lower bound to it.

Without the required sensitivity in the observations, the faint
broad component is not detected, and, therefore cannot be con-
sidered in the Þt. This causes both the kinetic temperature and
the velocity dispersion in the cores to be overestimated. There-
fore, our results suggest that with deeper observations, we obtain
better estimates of the core properties.
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Figure 1. An example of the core identiÞcation results. The map shows the column density of the Þlament from SIM01 . Overlaid are
red contours outlining the boundaries of the cores and black dots showing the column density weighted core location.

Studies investigating the substructure of Þlaments
present two challenges to this picture. First, quasi-
periodically spaced cores are relatively uncommon (Andr«e
et al. 2014). Second, cores are not the only substructure.
Filaments appear to fragment into smaller Þlaments termed
Þbres if observed in position-position-velocity (PPV) space
or sub-Þlaments if observed in position-position (PP) or
position-position-position (PPP) space (Hacar et al. 2013;
Tafalla & Hacar 2015; Feh«er et al. 2016; Dhabal et al. 2018;
Suri et al. 2019). We use this distinction between Þbre and
sub-Þlament throughout the paper but note that other au-
thors in the literature di ! er in their deÞnitions.

Recent simulations agree with observations and show
that Þlaments harbour numerous smaller Þlaments, though
it is currently unclear if these sub-Þlaments form in situ
within the parent Þlament or form separately and are gath-
ered together into a large scale Þlament (Smith et al. 2016;
Clarke et al. 2017). In both scenarios it is the sub-Þlaments
which then go on to fragment into cores. Further, Clarke
et al. (2018) show that the accretion-driven turbulence,
which causes the in situ fragmentation of a Þlament into
sub-Þlaments, leads to the appearance of Þbres in synthetic
C18 O observations. While the Þbres identiÞed in PPV space
are not always directly related to the sub-Þlaments in PPP
space, they propose that as both structures are formed due
to the internal turbulence of a Þlament, a Þlament which
contains Þbres also contains sub-Þlaments. The fact that Þ-
bres and sub-Þlaments are not identical structures is cor-
roborated by cloud-scale simulations presented in Zamora-
Avil«es, Ballesteros-Paredes & Hartmann (2017).

In this paper, we present a numerical study of the frag-
mentation of Þbrous Þlaments focusing on the link between
sub-Þlaments and cores. While the simulations are carried
out in 3D we perform this study in 2D, i.e. on column density
maps, to more closely resemble observational fragmentation
studies. From these simulations we aim to produce a gener-
alised picture of the hierarchical fragmentation of Þlaments

and the role that sub-Þlaments play in it. In section 2 we
detail the simulations used. In section 3 we present the frag-
mentation analysis techniques used. In section 4 we describe
how we identify and locate cores and how we determine the
spines of the sub-Þlaments and the main Þlament. In sec-
tion 5 we present the results of the analysis and discuss the
link between sub-Þlaments and core properties, the presence
of characteristic fragmentation length-scales, and fragmen-
tation signatures of end-dominated collapse. In section 6 we
conclude.

2 SIMULATIONS

The simulations used for this study are the same as those
originally presented in Clarke et al. (2018), all of which were
shown to contain Þbres using synthetic C18 O observations.
We summarise the pertinent details here.

The simulations were performed using the moving-mesh
code Arepo (Springel 2010). The code solves the three-
dimensional hydrodynamic equations including self-gravity
with time-dependent coupled chemistry and thermodynam-
ics. The current simulations are purely hydrodynamical, the
inclusion of a magnetic Þeld is part of a future study as it
has been shown to a! ect fragmentation (Nakamura, Hanawa
& Nakano 1993).

The computational domain is a slightly ßattened box
deÞned by |x| ! 3.0 pc, |y| ! 3.0 pc and |z| ! 2.5 pc.
The boundary conditions are periodic with respect to the
hydrodynamics but isolated for self-gravity.

The initial set-up is an idealised cylindrically symmet-
ric colliding ßow. We note that larger-scale inßuences and
non-cylindrical accretion will not be captured by these sim-
ulations. Rather the purpose of the simulations is to investi-
gate the basic underlying physics of Þlament fragmentation
without these added complexities. In addition, it allows the

c! 2002 RAS, MNRAS 000 , 1Ð15
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Figure 5. A KDE showing the distribution of sub-Þlament sur-
face density, SNsub , at the 116 core locations across all 10 simu-
lations. The small vertical lines show each individual data point.
Cores in the red shaded region, 0.9 ! SNsub ! 1.1, are termed
isolated cores and those in the green shaded region, SNsub " 1.9,
are termed hub cores. The distribution is normalised such that
the integral is equal to 1. The KDE bandwidth is 0.18.

SNsub , j =
N!

i

e! r 2
min,ij / 2! 2

Nsub ; (3)

where r min,ij is the minimum distance between the
pixel co-ordinates, (xj ,yj ), and one of the spine pixels of
sub-Þlament i , ! Nsub is the bandwidth of the kernel, and N
is the number of sub-Þlaments. The idea for this quantity
is that each sub-ÞlamentÕs contribution to a pixelÕs surface
density is weighted by a Gaussian kernel of the minimum dis-
tance between the pixel and the sub-Þlament. As the num-
ber of sub-Þlaments increases, or the sub-Þlaments become
closer to the pixel, the measure SNsub increases; it thus acts
similar to a surface density. As only the minimum distance
to each sub-Þlament is used, this measure is not a! ected by
how many sub-Þlament spine pixels are nearby but only how
many di ! erent sub-Þlament spine pixels are. The term is di-
mensionless and the exact value is not important (it may
range from 0 to N ), but the relative values across the map
are important. We take ! Nsub to be 4 pixels here. The exact
value chosen is arbitrary. We take ! Nsub = 4 which results
in a kernel with a full width half maximum of ! 0.1 pc as
our column density map resolution is 0.01 pc.

Figure 4 shows the surface density of sub-Þlaments for
SIM01 . The majority of the Þlament shows a value close to
1, denoting a close presence of only one sub-Þlament. There
are bright spots with a surface density of 2, showing areas
where two sub-Þlaments meet. The complex region located
at x ! 0.3 pc shows a surface density as high as 4.

Figure 5 shows a Kernel Density Estimator (KDE) of
the surface density of sub-Þlaments at the core locations de-
termined in section 4.1. The bandwidths of all KDEs are
calculated using ScottÕs rule (Scott 2015). There is a large
grouping of core locations where the surface density is close
to 1 (! 33% of all cores have surface densities between 0.9
and 1.1), showing that they lie on or very close to a sin-

Figure 6. A probability density function of the core masses con-
sidering all 116 cores from the 10 simulations (black), the isolated
core population (blue) and the hub core population (red). The
small vertical lines show each individual data point. The distri-
bution is normalised such that the integral is equal to 1. The KDE
bandwidth is 0.08 for the all core data set, 0.10 for the isolated
core data set, and 0.16 for the hub core data set.

gle sub-Þlament. This is consistent with the idea of the fray
and fragment model, that each sub-Þlament fragments into
a core, or cores, independently of each other. We call these
coresisolated cores. However, there are a signiÞcant number
of cores where the surface density is 1.9 or greater (! 41%
of all cores) showing that there exist hub-sub-Þlament sys-
tems within the main Þlament, as proposed by Clarke et al.
(2017). We call these coreshub cores. There also exists some
cores which lie in between these extremes (! 26% of all
cores) which we call intermediate cores. These are typically
cores on the edge of hubs.

One may ask if the cores formed in individual sub-
Þlaments di! er from those formed at the junctions of mul-
tiple sub-Þlaments. We Þrst focus on their mass. Figure 6
shows a KDE of the core mass distribution considering all
116 cores. There is no signiÞcant di! erence between the cores
found in the 10 simulations. The distribution appears close
to a log-normal, though with a ßat top. However, we do not
expect to fully represent the observed core mass function
due to the idealised nature of the setup.

Figure 6 also shows the core mass distributions for the
isolated and the hub cores. It is clear that there is a dif-
ference in the core mass distribution between these popula-
tions; isolated cores tend to lower masses and have a nar-
rower distribution. A two sample Kolmogorov-Smirnov test,
a null hypothesis test where the null is that the two sam-
ples come from the same underlying distribution, returns
a large distance statistic, 0.39, with the corresponding p-
value of 0.005. We can thus conÞdently reject the null hy-
pothesis and assert that the two populations have a signif-
icantly di ! erent core mass distribution. We also perform a
two-sided Mann-Whitney U test (Mann & Whitney 1947).
The Mann-Whitney U test is a non-parametric test and its
null hypothesis is typically stated as neither distribution
having stochastic dominance over the other. This can for-
mally be expressed as the probability of a variable drawn

c! 2002 RAS, MNRAS 000 , 1Ð15
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FIG. 1.Ñ Colour composite image of the region obtained by combining the
exposures in the F555W and F814W bands. The Þeld spans approximately
205!! or ! 50 pc on a side. North is inclined 44" to the right of the vertical,
with East to the left of North.

a third and rather small cluster, namely KMK88 49 (Kontizas
et al. 1988; Piatti 2017), located near the lower right corner
in Figure 1.

The astrometric and photometric analysis was carried out
following the effective point spread function (ePSF) Þtting
procedure developed by Anderson et al. (2008) and stellar
positions were corrected for geometric distortion by using
the solution by Anderson & King (2006). With the expo-
sure times used for these observations, the detectorÕs response
for stars brighter thanm555 ! 18.1 andm814 ! 17.4 becomes
progressively non linear and saturates. These starsÕ bright-
ness was however completely recovered by summing over
pixels into which bleeding occurred as a result of the over-
saturation (see Gilliland 2004 and Anderson et al. 2008 for
details). Magnitudes were calibrated in the VEGAMAG ref-
erence system following Anderson et al. (2008) and using
the most recent zero-point values available through the ACS
Zeropoints Calculator (see Ryon 2019). Photometric uncer-
tainties are very small, ranging from 0.01 mag atm555 = 18.2
to 0.1 mag atm555 ! 25 (details are provided in Table 1). The
magnitudes of stars within about 2 mag of the saturation limit
are recovered with an accuracy of typically 0.02! 0.03 mag.

We included in our analysis only stars that are well Þtted by
the ePSF routine (Anderson et al. 2008) and have small root-
mean-square scatter in position measurements. This sample
of stars with Òhigh qualityÓ photometry was selected as in
Milone et al. (2009, see their Figureú1) on the basis of the
various diagnostics of the astrometric and photometric qual-
ity provided by the computer programmes by Anderson et al.
(2008).

3. COLOURÐMAGNITUDE DIAGRAMS OF DIFFERENT
POPULATIONS

We show in Figure 2a the CMD obtained from all the stars
with high-quality photometry in this Þeld. The CMD reveals
a complex population, made up of stars in different evolution-

TABLE 1
PHOTOMETRIC UNCERTAINTIES.

m555 ! 555 ! 555! 814
(1) (2) (3)

18.20 0.010 0.014
18.70 0.011 0.015
19.20 0.011 0.015
19.70 0.012 0.017
20.20 0.013 0.018
20.70 0.013 0.019
21.20 0.015 0.022
21.70 0.017 0.026
22.20 0.020 0.034
22.70 0.027 0.045
23.20 0.041 0.068
23.70 0.054 0.090
24.20 0.078 0.126
24.70 0.098 0.142
25.20 0.130 0.176

NOTE. Ñ Table columns are as follows: (1)m555 magnitude; (2) uncertainty
on them555 magnitude; (3) uncertainty on them555! m814 colour.

ary phases: a prominent and broad main sequence (MS), a
double red giant branch (RGB), and a remarkably elongated
RC, extending by over one magnitude inm555. The broadened
MS and extended RC suggest differential reddening caused
by patchy absorption across the Þeld, as Mackey & Gilmore
(2004) already pointed out.

The majority of the stars in this area are LMC Þeld objects,
with a smaller contribution coming from the NGC 1938 and
NGC 1939 cluster themselves. To better characterise the in-
dividual components of the overall stellar population in this
area, we display in the other panels of Figure 2 the CMDs of
different portions of this region.

In Figure 2b, small grey dots correspond to stars with high-
quality photometry within a radius of 22!! or 5.5 pc around
the nominal centre of NGC 1939. To limit the weight of Þeld
stars and secure a higher density of cluster members, we show
as thicker black dots the objects within 10!! or 2.5 pc of the
cluster centre. The resultant CMD reveals a well deÞned MS
turn-off, atm555 ! 22.5, a narrow and sharp RGB, extending
to m555 ! 16, as well as a prominent blue horizontal branch
(HB), reaching down tom555 ! 21. As Mackey & Gilmore
(2004) pointed out, the CMD of NGC 1939 resembles very
closely those of metal-poor Galactic GCs such as for instance
M 15 or M 92. Most of the objects located between the MS
turn-off and the blue HB, which could in principle be blue
stragglers (e.g. Sandage 1953; Ferraro et. al 2003), are in fact
statistically compatible with being all Þeld stars (there are 91
objects inside the wedge in Figure 2b and about 110 objects
in an equally sized region located elsewhere at the NE edge
of the Þeld).

From a detailed study of the HB at RGB, Mackey &
Gilmore (2004) derived for NGC 1939 a distance modulus
(m! M)0 = 18.48± 0.16 and a colour excessE(V ! I ) = 0.16,
corresponding in turn toE(B! V) = 0.11 andAV = 0.34 adopt-
ing the Galactic extinction law for the diffuse ISM (e.g. Sav-
age & Mathis 1979). Although this is slightly higher than the
canonicalE(B! V) = 0.07 value usually adopted for the Galac-
tic foreground contribution to the extinction towards the LMC
(e.g. Fitzpatrick & Savage 1984), the colour excess derived by
Mackey & Gilmore (2004) is still within the range of literature
values (see, e.g. McNamara & Feltz 1980). It is interesting
to note, however, that none of the observed sequences in the
CMD of NGC 1939 appear to be broadened by the differential

Anomalous extinction towards NGC 1938 3

FIG. 2.Ñ CMDs of high-quality stars in different parts of the Þeld. In Panel a) all high-quality stars are included. In Panel b), small grey dots are used for stars
within a radius of 5.5 pc of the centre of NGC 1939, while thick black dots mark objects within 2.5 pc of it. In Panel c), small grey dots indicate stars within
5.5 pc of the centre of NGC 1938 and thick black dots those within a 1.6 pc radius. The solid line shows a 120 Myr isochrone from the models of Marigo et al.
(2008) for the appropriate metallicity and distance, and combined colour excess (foreground + intrinsic) ofE(V ! I ) = 0.39. The CMD in Panel d) is obtained
from all stars contained in the top half of Figure 1. Theoretical isochrones from the models of Marigo et al. (2008) for metallicityZ = 0.004 and ages of 1.5, 2,
3, and 4 Gyr are shown, respectively, in green, red, orange, and blue. In all panels the thin horizontal lines indicate the saturation level discussed in Section 2.

reddening present in the Þeld. This promptly suggests that the
NGC 1939 cluster is in the foreground of the LMC and that
something else along the line of sight beyond the cluster itself
is causing patchy extinction and differential reddening. In-
deed, that NGC 1939 could be an outer disc cluster projected
onto the LMC bar had already been suggested by Piatti et al.
(2019). These authors derived a height of 450 pc out of the
LMC plane based on the combined analysis of their radial ve-
locity measurements with proper motion observations from
Gaia.

As concerns extinction towards NGC 1938, the situation is
rather different. In Figure 2c we show the CMD of all the
stars with high-quality photometry in this cluster. Small grey
dots mark stars within 5.5 pc of the nominal cluster centre,
while the thick black dots are the more centrally located ob-
jects within a radius of 6.!! 5 or 1.6 pc. The main feature in this
CMD is a prominent upper MS reachingm555 ! 17, witness-

ing a relatively young stellar population. This is conÞrmed by
a sparsely populated RGB in the central regions of the clus-
ter, which is consistent with Þeld contamination (there are 56
objects inside the dashed wedge in Figure 2c and about 44
objects in an equally sized sky area located elsewhere at the
same distance from the NGC 1939 cluster).

The upper MS of NGC 1938 appears broad, witnessing the
effects of patchy extinction. Furthermore, also the mean ex-
tinction towards NGC 1938 appears considerably higher than
theE(V ! I ) = 0.16 value measured by Mackey & Gilmore for
NGC 1939. We can satisfactorily reproduce the NGC 1938
young MS and what appear to be red supergiants with a the-
oretical isochrone from Marigo et al. (2008) for an age of
120 Myr, metallicity Z = 0.007, and adopting for the LMC
a distance modulus (m! M)0 = 18.55 (Panagia 1998). How-
ever, to obtain a good Þt an extraE(V ! I ) = 0.23 com-
ponent of colour excess is needed in addition to the fore-
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Table 5. Sources that fullÞl the RV ßag with availableGaia DR2 radial velocities with scoresA+. Gaia ID in bold indicate sources that are
known members of the Orion A complex.v3D ,ONC shows the space velocity in the frame of reference of the ONC.⌧min ,3D is the traceback
time obtained by 3D traceback andD min ,3d the corresponding 3D closest approach to the ONC.

Gaia ID Label ` (
�
) b (

�
) distance dONC ✓ONC v3D,ONC vr ⌧min,3d Dmin,3d

Score [J2015.5] [J2015.5] (pc) (pc) (�) (Myr) (km/s) (Myr) (pc)

2983790269606043648 aIII+*2 218.7332 -25.2234370+4

�4
85.11 11.23 67.83 16.61±1.40 1.1 ± 0.1 14.4± 7.9

2963542281945430400 aIII+*3 227.4895 -25.5259203+1

�1
229.65 18.98 79.76 -12.91±0.62 2.4 ± 0.0 97.2± 4.7

3009308457018637824 aIII+*4 216.0105 -20.9758366+5

�4
66.18 7.08 91.72 -43.86±0.87 0.6 ± 0.1 15.0±10.4

3021115184676332288 aIII+1 212.0112 -12.5996404+5

�5
53.47 7.72 57.83 31.89±0.81 0.9 ± 0.1 0.8± 6.5

3008883530134150016 aIII+*5 216.3451 -21.7671319+9

�9
105.38 7.61 77.44 -27.00±0.87 1.2 ± 0.2 22.5±19.4

2969823139038651008 aIII+*6 220.6746 -25.7842306+2

�2
132.45 13.11 61.34 6.37±1.08 1.8 ± 0.0 53.9± 7.0

2984725369883664384 aIII+*7 216.4166 -23.9746190+1

�1
227.51 8.66 80.38 -34.64±0.14 2.4 ± 0.1 91.1± 6.6

3184037106827136128 aIII+3 207.1251 -27.2355232+2

�2
186.25 8.42 63.01 -26.58±16.44 2.6 ± 0.2 42.5± 9.4

3209424795953358720 aIII+5 208.8879 -19.5649387+6

�6
26.23 0.22 6.18 22.20±3.81 2.0 ± 1.7 8.2± 8.1

3017364028971010432 aIII+6 209.0086 -19.4010 401
+8

�7
12.32 0.02 12.04 15.77±12.22 0.1 ± 0.9 0.5±11.7

3017367391918532992 aIII+7 208.9169 -19.2701 376
+5

�4
37.61 0.15 10.02 17.28±9.08 2.6 ± 1.0 4.7±11.2

3017359871442791168 aIII+*11 209.0968 -19.3799389+8

�8
24.31 0.09 3.54 25.98±7.39 1.3 ± 3.0 12.5±12.6

3017358978089804672 aIII+*12 209.1422 -19.4126 396
+8

�8
17.28 0.14 5.01 23.14±14.82 1.1 ± 4.2 3.2±13.6

3017364544367271936 aIII+10 208.9696 -19.4842 395
+4

�4
18.35 0.11 5.11 22.38±10.35 1.2 ± 1.6 3.6± 6.2

3209521037582290304 aIII+13 208.8633 -19.3789 392
+8

�8
21.52 0.14 22.97 4.16±9.09 0.4 ± 0.6 1.2±11.8

3017360554330360320 aIII+*13 209.0450 -19.4281 388
+7

�7
25.61 0.06 7.03 20.33±13.98 2.0 ± 3.6 3.9±20.7

Figure 8. Position and 2D trace back trajectories of candidates shown in Table4. Gray shaded area shows the 10! search threshold around the
ONC and its estimated trajectory for the past 3 Myr. With a larger shaded area showing the 20! region for reference. Symbol colors shows the
different scores with AI+ (blue), aII+ (green) and aII+(red). ONC members from the literature (McBride & Kounkel2019) are shown in black
as reference. For clarity, each source is drawn once, i.e., is only shown in one of the panels.
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